




 



How does back propagation algorithm work? 

 



1. A BP network is an algorithm that can propagate and back 

propagate the network from one layer to other layers.   

2. The network consists of an input layer of The network consists 

of an input layer of source neurons, at least one middle or 

hidden layer of computational neurons, and an output layer of 

computational neurons. 

3. The input signals are propagated in a forward direction on a 

layer-by-layer basis and backward direction on a layer-by layer 

basis. 







Gradient Descent is an optimization 

algorithm.  

 








