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 A network with a single linear unit is called 

Adaline (Adaptive Linear Neural).  

 A unit with a linear activation function is called a 

linear unit. 

  In Adaline, there is only one output unit . 

 Like a Perceptron, ADALINE can solve linearly 

separable problems. 

 ADALINE (Adaptive Linear Neural) 
 



 ADALINE (Adaptive Linear Neural) 
 

A linearly separable problem 
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The structure of ADALINE 
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 The learning rule is found to minimize the mean square 

error between neural network outputs and target 

values.  

 

 ADALINE consists of trainable weights, it compares 

actual output with calculated target, and based on 

error training algorithm is applied. 
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 ADALINE : Training Algorithm 
 

 Step 1: Initialize weight not zero but small random values are used. 

Set learning rate α. 

Step 2: While the stopping condition is False do steps 3 to 7. 

Step 3: For each training set perform steps 4 to 6. 

Step 4: Set xi for (i=1 to n). 

Step 5: Compute net input to output unit  
                  Here, b is the bias and n is the total number of neurons. 

Step 6: Update the weights and bias for i=1 to n  

                  

                 

  and calculate 

                

Step 7: Test the stopping condition.  



 Design OR gate using Adaline Network 

Solution :  

 Initially, all weights are assumed to be small random values, say 0.1, 

and set learning rule to 0.1. 

 The weights will be updated until the total error is greater than the least 

squared error. 

 

x1 x2 t 

 1  1  1 

 1 -1  1 

-1  1  1 

-1 -1 -1 
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x1 x2  t yin (t-yin) ∆w1 ∆w2 ∆b 
w1 

(0.1) 
w2 
(0.1) 

b (0.1) error2 

1 1 1 0.3 0.7 0.07 0.07 0.07 0.17 0.17 0.17 0.49 

1 -1 1 0.17 0.83 0.083 -0.083 0.083 0.253 0.087 0.253 0.69 

-1 1 1 0.087 0.913 -0.0913 0.0913 0.0913 0.1617 0.1783 0.3443 0.83 

-1 -1 -1 0.0043 -1.0043 0.1004 0.1004 -0.1004 0.2621 0.2787 0.2439 1.01 

e=0.49+0.69+0.83+1.01=3.02 



 MADALINE: Multiple Adaptive Linear Neurons 
 

MADALINE (Many ADALINE) is a three-layer (input, hidden, output), fully 
connected, feed-forward artificial neural network architecture for classification 
that uses ADALINE units in its hidden and output layers. 



 Problem: 

A Perceptron and  ADALINE can 

solve linearly separable problems. 

How to solve XOR?  



 A multilayer perceptron (MLP) is a feedforward neural 

network with one or more hidden layers.  

 

 

 

  

 

 

  The network consists of an input layer of  source neurons, at 

least one middle or hidden layer of computational neurons, and 

an layer of computational neurons, and an output layer of 

computational neurons.   

  The input signals are propagated in a forward direction on a 

layer-by-layer basis. 







Properties of MLP Architecture 
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