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ABSTRACT: 

Diagnosis of diseases with the help of new methods has received much attention. One of these diseases 

is amyotrophic lateral sclerosis. In this disease, neurons cause progressive and irreparable damage to the 

central nervous system (brain and spinal cord) and peripheral nervous system. Symptoms of upper motor 

neurons as well as symptoms of lower motor neurons are seen. It is possible to diagnose this disease 

from kinematic dynamics analysis data. Clinical methods in diagnosing this disease face significant 

errors. Machine learning methods are an effective way to diagnose these diseases. The proposed method 

of this research consists of five steps. Pre-processing, feature extraction, dimension reduction, 

classification and evaluation. The novelty of this article is in using classifier in the diagnosis of this 

disease. In classification fusion, the types of linear and non-linear classifications in a fusion method with 

each other will diagnose the disease with higher accuracy. 
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1.  INTRODUCTION 

     With the change in people's lifestyles, The 

methods of diagnosing degenerative diseases in 

clinical settings are more qualitative, so that the 

diagnosis of these diseases is limited to drawing 

circular geometric shapes (such as circles or 

ovals), breaking walnuts or performing 

rhythmic operations. Studies in the field of 

identifying patients with neurodegeneration, 

although growing; But they are still in the early 

stages of processing. It seems that no specific 

methods of preprocessing and noise reduction 

for this type of signal in the studies are in the 

early stages due to the unknown frequency 

range and noise sources [1, 2]. 

     Obtaining Anshan motions is one of the 

most important researches in biomechanics. In 

ancient times it was used to detect diseases 

related to skeletal and muscular as well as 

rehabilitation. Despite the analysis of 

movement in hospitals and medical centers is 

very useful [2]. The use of gait analysis in 

hospitals and treatment centers is very limited 

and has not grown significantly. It should be 

noted that the use of motion analysis methods 

in these centers is very valuable [3]. On the 

other hand, the cost and time of data collection, 

processing and interpretation will be saved. In 

order to diagnose gait-related diseases, it is 

necessary to first obtain the necessary 

parameters to examine the movement of the 

teeth and also to acquire knowledge about the 

problems and issues of walking [4].If we pay 

attention to people's gait, we will see that 

despite the fact that the movement and gait 

seem automatic. But it is complicated. For this 

purpose, the hands are pulled back and forth 

and they walk with almost a rhythm. There are 

also a limited number of people who walk 

differently and are not actually able to walk like 
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normal people. This is called the problem of 

walking. In fact, among the various models of 

walking, only one is the correct model. In order 

to organize the models, although some of them 

are included in a special group [5]. 

     Neurodegenerative diseases are one of the 

most complex and common neurological 

diseases that have been studied in various motor 

and cognitive aspects in the last decade. Early 

diagnosis of these complications can help in 

faster treatment, so it is necessary to propose a 

method that is firstly appropriate and optimal in 

terms of screening cost, and secondly, the 

method's segregation is different for different 

classes of diseases compared to the control 

group. In this study, we try to present an 

optimal technique based on the extraction of 

temporal, frequency, statistical and nonlinear 

properties and the application of linear and 

nonlinear classifications for dynamic walking 

signal. This study examines and determines the 

appropriate properties for linear and nonlinear 

classifiers, and yet tries to meet the 

requirements of other steps in a way that 

achieves the desired result [6]. 

     Also, the analyzes performed in the field of 

signal processing are limited to time processes 

that are sensitive to noise, and the analysis of 

this signal in the time-frequency and nonlinear 

domains has been less. Also, the methods of 

reducing the dimension of features have been 

considered as a tool to increase the speed and 

accuracy of classifications and increase less 

resolution [7, 8]. Finally, linear and nonlinear 

classification structures in a set or a council 

structure have not been comparatively 

evaluated [9].   

     The dynamics of gait are regulated by the 

nervous system. It is believed that the feedback 

loop requires feedback from a physiological 

system at temporal and spatial scales to be able 

to adapt to the environment [10]. Therefore, the 

time series of stepping intervals can be a 

demonstration of this power of adaptation in 

different conditions [11]. In recent studies, 

computer-based diagnostic tools have been used 

to measure gait distance parameters in healthy 

adults as well as to describe the distinctive 

features of gait in patients with 

neurodegeneration. 

     In [12] the time series showed the steps 

taken from the gait signal as a sequence of 

symbols (ie converting gait distances into a set 

of symbols and signs). They then used a 

threshold dependent on the application of the 

symbolic entropy method to analyze the 

complexity of walking. In [13] used the Super 

Central Pattern Generator model (SCPG) to 

simulate the dynamics of human gait, as well as 

to evaluate the random and chaotic features of 

gait in patients with amyotrophic lateral 

sclerosis, Huntington and Parkinson's. In [14] 

presented a statistical analysis method to 

classify the gait of amyotrophic lateral sclerosis 

and healthy individuals. In his proposed 

method, the probability density function of the 

walking pace was estimated using the Parzen 

window method, and then the Kullback – 

Leibler divergence was extracted. In [15] It has 

been hypothesized that the number of 

oscillations of walking intervals in patients with 

amyotrophic lateral sclerosis differs from that 

in healthy individuals. In [16] the accuracy of 

classification was 89.66% for classifying 

healthy people and people with amyotrophic 

lateral sclerosis. In [17] Gait asymmetry was 

examined in patients with neurodegeneration 

using multi-rate entropy analysis of step time 

fluctuations. In [18] For pattern analysis and 

classification, support vector machine (SVM) 

has been used to differentiate healthy 

individuals from patients with Parkinson's 

disease, Huntington's disease and amyotrophic 

lateral sclerosis. The results of this study 

showed that only by using step intervals, this 

mapping can be used to classify the classes of 

neurodegenerative diseases. 

     From the conclusion of the researchers' 

studies, it can be concluded that the main gap in 

the studies is in the way of data preprocessing, 

lack of optimal signal processing and 

processing in the field of conversion and lack of 

combination methods at the level of features 

and classifiers. The novelties of this article are: 

1. Optimal preprocessing of walking 

signal in such a way that time and frequency 

patterns and improvement of signal-to-noise 

ratio index. 

2. Using principal component analysis in 

reducing the number of features based on 

principal component analysis, which has 

previously been based more on statistical 

tests. 

3. Combining at the level of intelligent 

classifications in the form of a council 

machine system that has previously been a 

single decision maker. 

      The structure of this article is as follows. 

Section 2 will present fusion methods. In 

section 3, the proposed method will be 

examined. Section 4 will evaluate the 
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classifications. Finally, in Section 5, the 

conclusion of the article is presented. 

 

2.  FUSION CLASSIFIER   

     In order to improve the accuracy of learning, 

the results of different categories can be 

combined and a council system can be created. 

In fact, using multidisciplinary results called 

group learning is an effective way to improve 

the performance of identification systems. First, 

the appropriate baseline categories (type and 

number) must be selected. Then the output of 

the classifiers are combined in such a way that 

the best result is obtained for classifying the 

patterns. A noteworthy point in creating base 

classifiers is the variation in error of one 

classifier over another in order to improve the 

overall system recognition rate. Also, the 

characteristics of each classifier should be 

selected in such a way that the recognition rate 

of that classifier alone is acceptable. According 

to the application and requirements of the 

problem, the type of classifiers, their number 

and how to combine the output is selected. The 

main goal is to maximize the recognition rate of 

the hybrid classification system. In the problem 

of pattern recognition, the combination of 

classifiers and features is of particular 

importance. Due to the variety of rules for 

combining features or output results of 

categories, several views can be mentioned. 
     A: The power to recognize patterns is 

limited in each category; Therefore, it is not 

possible to find a classification that is able to 

correctly identify all the patterns in all 

conditions. Hence, due to the inability of a 

classifier to meet the required recognition rate, 

a combination of several classifications is 

required for a particular application. 
B: Each pattern can be represented differently 

depending on the different characteristics it 

creates in the signal. To do this, recognizing 

each pattern usually requires extracting 

different features. 
     A: The extraction of some properties leads 

to the emergence of a large property vector. The 

analysis of large property vectors by a classifier 

greatly prolongs the processing time. This is a 

problem in applications such as biometric 

systems. Combining classifiers allows feature 

vectors with large dimensions to be subdivided 

into smaller vectors and processed 

simultaneously with smaller, simpler classifiers. 

The final classification is done by combining 

the results of these classifications [13]. In fact, 

the efficiency of the pattern recognition system, 

especially for complex patterns, is improved by 

combining the results of the classifiers 

 
2.1.  Ensemble methods 

     A combination is the supervised learning 

algorithm itself, because it can be taught and 

then used to predict. Compositions can be 

shown to have more flexibility in the functions 

they can provide. This flexibility in theoretical 

science enables them to make a model too 

appropriate for the educational data used. In 

practice, however, some combination methods 

(especially bagging) tend to reduce the 

problems associated with over-fitting 

educational data. 

Empirically, combinations tend to provide 

better results when there is considerable 

variability in the models [12]. Therefore, many 

combination methods seek to promote diversity 

among their models. The use of different types 

of robust learning algorithms has been shown to 

be more effective than the use of techniques 

that attempt to simplify models to promote 

diversity [12]. Some common methods of 

combinations include: optimal Bayesian 

classification, Bootstrap aggregating (bagging), 

Boosting, Adaboost, etc .; In this study, bagging 

and boosting of their collections have been 

used. 
 
2.2.  Bagging  

     The term stacking comes from bootstrap 

aggregation. As the name implies, the two most 

important elements of bagging are bootstrap 

and aggregation. We know that the combination 

of independent basic learners leads to a 

significant reduction in errors; Therefore, we 

want basic learners to be as independent as 

possible. Sampling a number of non-

overlapping data subsets and then training the 

basic learner from each subset is a solution in 

this regard. But since we do not have infinite 

educational information, such a process leads to 

very small samples, which leads to low 

performance of basic learners. 
     Bagging Exactly, by giving the training data 

set that contains m training instance, a subset of 

the main data set is given to each of the 

classifiers. That is, each classifier observes a 

portion of the data set and must build its model 

based on the same portion of the data provided 

(ie, the entire database is not given to each of 

the classifiers). In fact, for each of the 
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classifiers. , A subset of the original data is 

selected, which will be selected by replacement. 

That is, a sample can be selected multiple 

times. So some original samples appear more 

than once, while some original samples do not 

appear in the sample. This process is performed 

T times and T samples are obtained from M 

training samples. Then, one basic learner from 

each instance can be trained using the basic 

learning algorithm. 

     Bagging uses the most popular strategies for 

aggregating classifier outputs, namely voting 

for classification and averaging for regression. 

Each of the categories expresses its prediction, 

which is used as a vote in the final vote based 

on the majority vote. In the case of forecasting 

and using the bagging method, the final forecast 

value is obtained from the average forecast of 

each of the combined forecasting systems [13]. 

The bagging algorithm is as follows: 
• D={(x1, y1), (x2, y2), … , (xm, ym)} is the data 

set 

• ℒ is Basic learning algorithm 

• T is Number of basic learners 
• fort=1,…,T: 

• ℎ𝑡 = ℒ(𝐷, 𝐷𝑏𝑠)(Dbs( is Bootstrap 

distribution 
• end 

• Output: 𝐻(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥 ∑ 𝕝𝑇
𝑡=1 (ℎ𝑡(𝑥) =

𝑦)   𝑦 ∈ 𝑌 
 

2.3.  Boosting 

     The term boosting is a hybrid meta-

algorithm in the field of machine learning that 

is used to reduce imbalances as well as 

variance. This method is used in supervised 

learning and is a family of machine learning 

algorithms. This technique is a way to 

transform weak learning systems into strong 

ones based on the combination of the results of 

different classifications [19] . 

     In boosting, a weight is assigned to each 

training instance. A series of k classifiers are 

taught repeatedly. Once the Mi classifier is 

trained, the weights are updated for the next Mi 

+ 1 classifier so that more attention is paid to 

data from the training data field that has not 

been properly categorized by the previous 

classifier Mi. The final boosted classifier 

combines the votes of the individual classifiers, 

in which the vote of each classifier is weighted. 

The weight applied to the output of each 

classifier is a function of the classifier accuracy 

[23]. The algorithm can also be developed to 

predict continuous values. The general 

procedure for the boosting method is as 

follows: 

• Input 

• Distribution sample 

• ℒ is Basic learning algorithm 

• T is Number of basic learners 

•  ht=ℒ(𝐷𝑡);        

1-D1=D0   : Start the initial distribution 

2- for  t=1,…,T: 

3Teach Dt a poor learner of distribution 
4-        𝜖𝑡 = 𝑝𝑥~𝐷𝑡(ℎ𝑡(𝑥) ≠ 𝑓(𝑥));  calculate the  

error of ht  
5-        Dt+1=Adjust_Distribution(Dt,𝜖𝑡) 

6- end 

     The weighting of the samples is such that at each 

stage, the weight of the samples that are correctly 

classified decreases and the weight of the samples that 

are not properly classified increases, so that in the next 

steps (by new learners) more attention is paid and more 

accurately classified. To turn; Therefore, the focus of 

new weak learners will be more on data that the system 

has not been able to classify correctly in previous 

stages [20] The efficiency of accuracy and sensitivity 

will increase significantly. 

 

3.  PROPOSED METHOD 

     In order to diagnose the complication and 

the disease, a machine-based method has been 

used in which the fusion accuracy of the 

classification and the diagnosis of the disease 

have been provided by merging the categories. 

The proposed method block diagram is shown 

in Fig. 1. 

 

Firststep: data collection 

     In this study, the physiotherapy database for 

neurodegenerative diseases has been used. This 

database contains a set of data recorded by 

force-sensitive resistance sensors used to 

analyze the walking dynamics that are placed 

underfoot. The data is in the Physion database 

and includes 15 records of Parkinson's patients, 

20 records of Huntington's patients, 13 records 

of amyotrophic lateral sclerosis and 16 records 

for the control group. After downloading each 

person's data, a zip file is provided for each 

person, which contains a mat file and an Excel 

file that contains information about the sample 

from which it was recorded. The dimensions of 

each matrix after entering MATLAB are 2 rows 

and 90,000 columns, two rows are related to 

left and right foot data and 90,000 are related to 

samples recorded per unit time. The sampling 

frequency of the device was 300 Hz, so it can 

be concluded that the duration of each 
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recording of 300 seconds was equal to 5 

minutes. 
 

Input gate signal from dataset

Preprocessing using wavelet 
transform

Features extraction in recursive 
multivariate model coefficients

Selection of by principal 
component analysis method

Provide a comprehensive model 
of the features and fusion 

structure of optimal 
classifications

start

end

Is the accuracy of the 
classification desirable?

No

Classification structures

Windowing on signals

Classifire fusion

Fig. 1. General algorithm of the proposed method. 
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Step 2: Preprocessing 
      In order to reduce the noise from the data, 

the MATLAB software wavelet transform 

toolbox has been used. As mentioned before, in 

order to reduce noise, the default wavelet 

transform coefficients have been used to 

eliminate noise with unspecified sources. 

Researchers' studies have shown that the 

Dabigiz 4 wavelet with eight levels of 

decomposition retains the original information 

of the signal after holding the approximation 

coefficients. Noise is done. Of course, the set of 

noise removal operations has been 

accomplished using the ddencmp command on 

the editor page. Noise removal for each 

movement, each repetition and each electrode is 

performed separately and again the noise 

removal matrix is used to perform the 

processing process. Fig.s (2) and (3) summarize 

this process using the graphical interface. 

MATLAB software depicts. In order to evaluate 

the noise reduction process, trial and error 

method was used. 

 
Fig. 2. Decomposition of the first signal electrode into eight levels with Dabigiz mother wavelet. 

 

 
Fig. 3. Noise removal from the first signal electrode after eight levels of Dabigiz mother wavelet analysis. 
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Step 3: Feature Extraction 

     Properties are extracted from the output 

matrix of the processing stage. A total of 11 

properties are extracted from each electrode, so 

if the number of columns of the property matrix 

expressing the number of properties is 

extracted, 11 properties are calculated for each 

electrode, which produces a total of 22 columns 

for the property matrix. Each property is 

normalized at each electrode and their box 

diagrams are plotted, which are reported for 

movements to examine the characteristic 

changes for each electrode and each movement 

in the next chapter. 
 

Step 4: Reduce feature space 

    In order to reduce the property space, 

principal component analysis has been used. In 

the principal component analysis method, either 

the number of remaining properties is 

determined by the order of eigenvalues 

determining the volume of the property space, 

or it must be done to determine the percentage 

of property space matrix information. That is, 

reducing the feature space. The machine 

learning toolbox shown in Fig. (4) was used to 

perform the principal component analysis. 
 

 
Fig. 4. An example of a clutter matrix. 

 

Step 5: Classification and diagnosis 

     In order to classify the extracted features and 

the reduced reduction features, the four 

classification structures mentioned in the 

previous sections were used. 
     Linear and nonlinear kernels were used to 

classify the support vector machine, the training 

stopping criterion was used based on cross-

validation 5, and the data were randomly 

assigned to the classifier input at each move. 

Percentage of training data was 75% of the total 

data and 25% for testing. Similar settings were 

applied to the nearest neighbor classifier, and 

the k-criterion was used to classify the nearest 

neighbor 10. 
     For perceptron multilayer neural network, a 

lattice with a latent layer with different number 

of neurons in the latent layer was used. 

According to the study of Man-chung et al. 

(2000), the number of hidden layer neurons 

should be considered as half the sum of inputs 

and outputs. Also, the number of latent layer 

neurons according to Freisleben (1992) study is 

equal to the square root of the sum of inputs 

and outputs and according to Gencay et al. 

(1999) study is equal to the logarithm of the 

natural basis of the number of inputs and the 

results were compared. 70% of data For 

training, 25% were used for testing and 5% for 

validation and stopping the training process. 

The training algorithm was also a gradient 

descentfeatures will be used to improve 

accuracy. 

 

4.  RESULTS 

     In the next part of the proposed method, the 

results of the combination at the level of the 

categories after applying the reduction in the 

feature space for the category of composition 

movements are presented. Only three other 

types of classifications were used in the 

amalgamation process. Fig. (5) shows the 

results obtained by combining at the classifier 

level for k-fold with a coefficient of 5. The 

results show that the combination at the level of 

classifiers has improved the results, and among 

these, the decision template method and the 

Dempster-Schaefer method have been the best 

way to combine the classifiers and have 

improved the classification results.
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Fig. 5. Accuracy of classification after combination at the level of classifiers for 5 tests and 9 combination methods. 

 

To compare the reproducibility of the 

composition results at the classifier level, Fig. 

(6) is presented. In this Fig., the results of 

classification accuracy are presented for the 9 

methods of combination. This diagram shows 

that the maximum repeatability is obtained 

for the majority voting method and the 

minimum repeatability is obtained for the 

Bayesian method. Because the diagram of the 

implementation of the algorithm three times 

for Bayesian method has caused the 

separation of accuracy diagrams, so it does 

not have good reproducibility. This is while 

the correctness diagrams in the majority 

voting method are matched in all three times 

of the combined algorithm and have better 

reproducibility. 

Fig. 6. Accuracy of classification after combination at the level of classifiers for 3 times performed and 9 methods of 

combination. 

 

     Also compare the results of optimal 

classifications, ie support vector machine (with 

Gaussian nonlinear kernel), nearest Gaussian 

micro-scale neighbor and multilayer perceptron 

neural networks with one hidden layer and 

number of neurons in the hidden layer equal to 

the square of the total inputs and output for k-

fold with coefficient 5 is drawn in Fig.7 

.



Majlesi Journal of Mechatronic Systems                                                   Vol. 11, No. 1, March 2022 

 

45 

 

Fig. 7. Reproducibility of classification accuracy for three types of classification. 

 
5.  CONCLUSION 

     The simulation results showed that the use 

of wavelet transform bank filter has the 

necessary efficiency in improving the signal 

and reducing noise. The classification results 

show that it can be concluded that the backup 

vector machine with nonlinear kernel and the 

nearest microscale nearest neighbor classifier in 

the classification of features with high 

efficiency. This can be explained by the fact 

that because the properties of the first moves 

are not linearly separable, the linear classifiers 

do not have the necessary efficiency in 

classification. 
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