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Abstract

Background: Neurofeedback is a non-invasive brain training technique used to enhance and treat hyperactivity disorder by altering
the patterns of brain activity. Nonetheless, the extent of enhancement by neurofeedback varies among individuals/patients and many
of them are irresponsive to this treatment technique. Therefore, several studies have been conducted to predict the effectiveness of
neurofeedback training including the theta/beta protocol with a specific emphasize on slow cortical potential (SCP) before initiating
treatment, as well as examining SCP criteria according to age and sex criteria in diverse populations. While some of these studies failed
to make accurate predictions, others have demonstrated low success rates. This study explores functional connections within various
brain lobes across different frequency bands of electroencephalogram (EEG) signals and the value of phase locking is used to predict
the potential effectiveness of neurofeedback treatment before its initiation. Methods: This study utilized EEG data from the Mendelian
database. In this database, EEG signals were recorded during neurofeedback sessions involving 60 hyperactive students aged 7-14
years, irrespective of sex. These students were categorized into treatable and non-treatable. The proposed method includes a five-step
algorithm. Initially, the data underwent preprocessing to reduce noise using a multi-stage filtering process. The second step involved
extracting alpha and beta frequency bands from the preprocessed EEG signals, with a particular emphasis on the EEG recorded from
sessions 10 to 20 of neurofeedback therapy. In the third step, the method assessed the disparity in brain signals between the two groups
by evaluating functional relationships in different brain lobes using the phase lock value, a crucial data characteristic. The fourth step
focused on reducing the feature space and identifying the most effective and optimal electrodes for neurofeedback treatment. Two
methods, the probability index (p-value) via a #-test and the genetic algorithm, were employed. These methods showed that the optimal
electrodes were in the frontal lobe and central cerebral cortex, notably channels C3, FZ, F4, CZ, C4, and F3, as they exhibited significant
differences between the two groups. Finally, in the fifth step, machine learning classifiers were applied, and the results were combined to
generate treatable and non-treatable labels for each dataset. Results: Among the classifiers, the support vector machine and the boosting
method demonstrated the highest accuracy when combined. Consequently, the proposed algorithm successfully predicted the treatability
of individuals with hyperactivity in a short time and with limited data, achieving an accuracy of 90.6% in the neurofeedback method.
Additionally, it effectively identified key electrodes in neurofeedback treatment, reducing their number from 32 to 6. Conclusions:
This study introduces an algorithm with a 90.6% accuracy for predicting neurofeedback treatment outcomes in hyperactivity disorder,
significantly enhancing treatment efficiency by identifying optimal electrodes and reducing their number from 32 to 6. The proposed
method enables the prediction of patient responsiveness to neurofeedback therapy without the need for numerous sessions, thus conserving
time and financial resources.

Keywords: neurofeedback; hyperactivity disorder; electroencephalogram; Mendelian database; phase lock value; genetic algorithm;
support vector machine

1. Introduction

Attention deficit hyperactivity disorder (ADHD) is a
behavioral disorder primarily observed in children [1,2].
This disorder can be identified by parents or educators who
notice atypical behaviors such as restlessness, challenges in
sustaining concentration and attention, and heightened im-
pulsivity, commonly associated with attention deficit disor-
der (ADD), particularly in educational settings where chil-
dren may display unusual behavior or face difficulties with
certain academic subjects. Alternatively, a therapist may

diagnose this disorder through psychological evaluations,
with early intervention in childhood often leading to more
successful management. Statistical data reveal that ADHD
impacts both sexes, albeit with a prevalence rate three times
higher in males compared with females. The incidence of
this disorder is estimated at 2.7% among those under 18
years of age and 4.3% among adults [3,4]. This psycho-
logical disorder presents with diverse symptoms across in-
dividuals, with patient behavior varying according to the
condition’s severity. Generally, there are three primary sub-
types of attention deficit hyperactivity disorder, namely (a)
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ADD, (b) hyperactivity and impulsivity, and (c) combined
presentation (which includes symptoms of ADD, hyperac-
tivity, and impulsivity) [5].

The temporal lobe, integral for auditory-language
functions, often shows abnormalities in children diagnosed
with ADHD. Moreover, the parietal lobe is notably signifi-
cant in ADHD, given its association with the disorder. Re-
garding visual processing, the occipital lobe’s importance is
underscored, with studies on children with ADHD reveal-
ing a 9% reduction in the volume of both white and gray
matter in the left posterior occipital region [6]. ADHD af-
fects the limbic area, marking it as one of the regions im-
pacted in the brain. Additionally, research on brain electri-
cal activity has shown reduced activity in the frontal lobe
to specific visual stimuli among individuals with this dis-
order [6—11]. Several studies have consistently identified
several key anatomical differences in the brains of individ-
uals with ADHD compared with those in healthy people.
Among the most significant findings are reduced overall
brain volume and specific alterations in areas related to ex-
ecutive functions, impulse control, and emotional regula-
tion. Notably, the prefrontal cortex shows reduced volume
or cortical thickness in ADHD [12-15]. Other reported dif-
ferences include changes in the size or shape of the cor-
pus callosum, which facilitates communication between the
brain’s hemispheres, and potential alterations in limbic sys-
tem structures like the amygdala and hippocampus [16—18].

Previous research indicates that cellular irregularities
in fetal development are typically observed between the
fifth and seventh months, suggesting that learning disor-
ders may originate from minor brain abnormalities present
from birth. Among the regions impacted by these abnor-
malities is the brain’s temporal surface, which plays a role
in language functions and is typically more developed in
the left hemisphere in individuals without these defects.
However, individuals with this disorder frequently display
symmetrical sizes in both hemispheres [7]. Furthermore,
electroencephalogram (EEG) activity patterns in children
with this disorder are unconventional, marked by an in-
creased occurrence of short amplitude brain signals in the
frontal brain regions, indicating delayed development in the
brain structures vital for attention and information organi-
zation. Additionally, several brain regions across the left
hemisphere, anterior frontal lobe, parietal-temporal, and
occipital-temporal regions show reduced activity in these
children. Specific auditory centers for recognizing certain
sounds are absent in these children, leading to partial word
comprehension. While the exact cause of hyperactivity re-
mains unclear, genetic factors are recognized as a primary
contributor to this disorder, as is the case in many other
conditions. Diagnosing this disorder presents challenges,
as children often display behaviors such as restlessness,
inattention, or hyperactivity, which can be exacerbated by
stress and anxiety [19]. A confirmed diagnosis of ADHD
mandates the persistent presence of symptoms for a mini-

mum of 6 months. Diagnosing ADHD in children under 6
years old poses challenges due to their ongoing growth and
developmental changes. The criteria for an ADHD diagno-
sis include the manifestation of symptoms across multiple
environments, a broad spectrum of behavioral symptoms,
the emergence of symptoms before the age of 7 years, and
the duration of symptoms extending beyond 6 months [19].

Numerous techniques and strategies have been used to
treat this disorder, among which neurofeedback is emerg-
ing as a highly promising treatment approach. Neurofeed-
back is a non-invasive brain training technique; in this tech-
nique the brain activity and functions are fed back to the
patient/participant, aiming to direct changes in a specific
direction [20-36]. Neurofeedback typically utilizes au-
ditory or visual cues to which the patient reacts, receiv-
ing either positive or negative feedback. This technique
aids the brain in adjusting its activities and functions by
leveraging insights from brainwave patterns. Essentially,
it communicates the brain’s real-time state during an ac-
tivity, enabling the patient to learn to regulate their brain-
waves for improved task performance [22,23,25,37—40]. In
the EEG neurofeedback, this feedback loop operates solely
through monitoring brainwave patterns, without introduc-
ing any electrical currents into the brain. The electrical ac-
tivity of the brain is simply transmitted to a computer for
analysis [41].

Previous studies have demonstrated that prompt brain
stimulation can enhance synaptic development and inhibit
synaptic degeneration. In contrast, the absence of stimula-
tion results in a progressive decrease in neural functions,
hindered neuronal development, and ultimately, synaptic
atrophy. This process can lead to the emergence of diverse
neurological disorders [42]. Consequently, neurofeedback
emerges as a training approach for improving attention and
concentration. By training the brain, it helps to prevent
early synaptic deterioration, thus averting associated neuro-
logical complications [42]. Neurofeedback involves a train-
ing process that enables the brain to self-regulate. Through
repeated practice across multiple sessions, the brain be-
comes adept at adopting new wave patterns for everyday
functions. A critical element of neurofeedback therapy is its
focus on altering the intensity and amplitude of brainwaves,
rather than their frequency. For instance, if the therapist
observes an excessive alpha wave frequency in the frontal
area, the goal is to reduce the intensity of this frequency.
For instance, alpha wave intensity might decrease from 12
microvolts to 7 millivolts. To ensure optimal treatment out-
comes and maintain the effects, a sufficient number of ses-
sions must be undertaken. A standard treatment regimen
includes 40 to 45 sessions, each lasting between 30 and 45
minutes, though the exact duration can vary depending on
the individual. Sessions are usually held 2 to 3 times per
week. Itis critical to acknowledge that the success of neuro-
feedback treatment is not immediate and must be evaluated
over several sessions. The assessment of treatment efficacy
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requires completion of numerous sessions within the desig-
nated 30 to 45-session framework. Through monitoring an
individual’s brain signals, improvements can be measured
against the initial baseline established at the start of training.
If noticeable improvement is lacking, it may be advisable to
cease the treatment. Brainwave frequencies, including delta
(less than 4 Hz), theta (4—8 Hz), alpha (8—13 Hz), beta (13—
30 Hz), and gamma (30-100 Hz) bands, reflect different
physiological states and functions in the brain.

1.1 Reviews of Relevant Literature

As a broad overview, there are seven distinct cat-
egories of neurofeedback methods utilized for the treat-
ment of various disorders including frequency/power neu-
rofeedback, slow cortical potential neurofeedback (SCP-
NF), low-energy neurofeedback system (LENS), hem en-
cephalographic neurofeedback (HEG), life Z source (LZS)
neurofeedback, low resolution electromagnetic tomogra-
phy (LORETA), and functional magnetic resonance imag-
ing (fMRI).

Neurofeedback protocols predominantly focus on ma-
nipulating specific brainwave frequencies—alpha, beta,
delta, theta, and gamma—either in isolation or through
combinations like the alpha/beta ratio, alpha/theta, and
beta/theta, among others. However, the protocols most
commonly utilized involve alpha, beta, and theta waves,
and particularly the alpha/beta ratio [43].

The aim of neurofeedback training is to correct irreg-
ular EEG patterns, with the goal of improving individuals’
cognitive and behavioral performance. An appropriately
tailored neurofeedback protocol can effectively adjust im-
balances in the alpha and beta brainwave bands, aligning
them closer to typical levels [44,45]. In various perceptual-
cognitive states, information transmission relies on the os-
cillations of brain neurons. The analysis of these oscilla-
tions and the interplay between different brain regions can
yield valuable insights into how the brain responds under
diverse circumstances.

Previous studies have shown that in diagnosing and
treating hyperactivity with neurofeedback, individuals of-
ten participate in several training sessions to assess their re-
sponsiveness or lack thereof to treatment. The results of
these studies have demonstrated varying degrees of preci-
sion in their findings [6,46].

Neurofeedback training essentially follows two pri-
mary directions: one focuses on lower frequencies (alpha
or theta) to promote relaxation, while the other centers on
higher frequencies (low beta, beta, and gamma) to enhance
activation, organization, and the ability to resist distrac-
tions [47]. In the first method, participants typically close
their eyes, while in the second method, they keep their eyes
open. Generally, the first method is less suitable for chil-
dren, whereas both children and adults can undergo the sec-
ond method.
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Neurofeedback has been successfully applied in treat-
ing a variety of conditions and mental health disorders. Re-
search indicates that individuals with ADHD show slower
brainwave activity in the theta range and decreased beta
activity compared with those without ADHD. In treating
ADHD, the aim is to lower theta band brain activity and
boost beta band activity (or reduce the theta/beta ratio)
at a designated electrode site [48]. This treatment has
demonstrated efficacy in diminishing hyperactivity, bol-
stering concentration, improving academic outcomes, rais-
ing parental satisfaction regarding their children’s behavior,
and augmenting indicators of sustained attention [49].

Based on studies conducted to predict the treatabil-
ity of hyperactivity patients through neurofeedback, vari-
ous methods have been explored, as outlined in [50]. In
the first approach, researchers investigated the feasibility
of employing brain electromagnetic tomography to identify
treatable conditions before initiating neurofeedback treat-
ment.

In another study [51], a combined approach involving
theta/beta training was used with a particular focus on the
slow potentials of the cerebral cortex during sessions 10—
28. Additionally, other studies delved into the method of
assessing slow potentials of the cerebral cortex, consider-
ing age and sex criteria, particularly within the initial six
training sessions [52,53].

1.2 Main Works and Novelty

As previously mentioned, numerous studies have
delved into the application of neurofeedback as a therapeu-
tic approach for managing hyperactivity. However, accu-
rately forecasting the responsiveness of hyperactivity pa-
tients to neurofeedback treatment remains a challenging en-
deavor, lacking an effective method with a notable level of
precision.

The primary aim of this article is to increase the ac-
curacy in predicting treatment responsiveness through neu-
rofeedback, surpassing existing methods before initiating
therapy. This is achieved by quantifying the communica-
tion between various brain lobes. Additionally, the appli-
cation of a genetic algorithm optimizes the feature selec-
tion process, effectively narrowing down the feature space.
This innovation leads to the use of a more efficient elec-
trode setup in neurofeedback treatments, significantly re-
ducing the number of required brain channels from 32 to
just 6. The genetic algorithm serves a crucial role in en-
hancing classification accuracy and identifying the optimal
features. Each feature within the selected space is binary-
coded, with ‘1’ signifying its presence (indicating treatabil-
ity) and ‘0’ indicating its absence (indicating intractability).

The principal contributions of this study can be sum-
marized as follows:

(1) Improving the accuracy of outcomes relative to
previous methods.
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(2) Identifying the influential brain lobes in neurofeed-
back treatment through the application of the phase locking
value and statistical index.

(3) Employing a genetic algorithm to reduce the fea-
ture space and, subsequently, pinpointing the most effective
EEG channels for neurofeedback treatment.

(4) Streamlining the number of brain signal recording
channels from 32 to 6, focusing on the most impactful ones.

(5) Pioneering the prediction of treatability or non-
treatability in children with hyperactivity based on an analy-
sis of the alpha and beta frequency bands of the EEG signal,
as well as the assessment of functional connectivity within
the brain.

1.3 Main Structure of This Paper

The rest of this article is structured as follows: the
second section details the proposed methodology, break-
ing it down into six pivotal stages including preprocess-
ing, processing, feature extraction, reduction of the feature
space, classification, and ultimately assessing treatability
or non-treatability. The third section focuses on materials
and methods, elaborating on participant characteristics, pre-
processing techniques, and data processing strategies. The
fourth section conducts a detailed analysis of the results,
utilizing a variety of metrics to interpret the findings. The
article concludes with a fifth section that provides conclu-
sions and outlines recommendations for future research.

2. Proposed Method

In this section, we describe the six fundamental steps
of our proposed method, as illustrated in Fig. 1. These steps
include data collection, preprocessing, processing, feature
extraction, feature space reduction, and classification. At
the conclusion of this section, we present the neurofeedback
results and accuracy values, which validate the efficacy of
our proposed approach.

In the initial step, we utilized data obtained from brain
signal recordings during 10-20 sessions of neurofeedback
over the treatment period. The data were preprocessed pre-
viously; however, to enhance data quality, we meticulously
removed signal noise arising from artifacts.

The second step involved extracting the alpha and beta
frequency bands from the brain signal using a Butterworth
pass filter. In the third step, we focused on feature extrac-
tion, specifically identifying functional connectivity via the
phase lock value. This method not only detects the presence
of connections between different brain lobes but also quan-
tifies their strength using a statistical index derived from the
t-test. This process helped to select the optimal channels.

Subsequently, the fourth step revolved around the
selection of the most suitable electrodes, accomplished
through the implementation of a genetic algorithm. This
optimization technique efficiently reduced the number of
electrodes from 32 to a more manageable 6. The elec-
trodes identified by the genetic algorithm were then com-

pared with those selected by the statistical test, resulting in
the identification of 6 common electrodes deemed optimal.

The feature matrix, a key component, was generated
in the fifth step. This matrix comprised 1200 rows (rep-
resenting the number of test repetitions) and 36 columns
(representing the number of features).

In the final step, classification, a combination of dif-
ferent classification methods was employed. The feature
matrix from the previous step served as input for the classi-
fiers. The output was a label matrix consisting of 1200 rows
(reflecting the number of test repetitions) and one column
(representing the number of labels). These labels distin-
guished between individuals as either treatable or incurable.
To assess the effectiveness of our classifiers, we employed
accuracy indices, and the classifiers were evaluated using
the k-Fold cross-validation method, with ‘k’ set to 5.

3. Materials and Methods

In this section, we discuss the participant characteris-
tics, as well as the preprocessing and data processing pro-
cedures.

3.1 Mendelian Database

We utilized a dataset from the Mendelian database
(https://data.mendeley.com/datasets/sfwkmvmmd5/1),
consisting of EEG signal recordings during neurofeedback
training involving 60 students with hyperactivity, regard-
less of sex [54]. These students were divided into two
groups: treatable (30 individuals) and non-treatable (30
individuals). The criteria for treatability or intractability
were made by observing the modifications in the brain
signal patterns during a course of 3045 neurofeedback
training sessions. Each patient underwent 10 to 20 treat-
ment sessions, with each session comprising 20 tests.
Consequently, a total of 1200 training instances were
recorded, with a sampling frequency of 500 Hz and a
duration of 1.1 seconds during stimulation. This recording
encompassed 1100 ms of data, including 100 ms before
stimulus onset and 1000 ms after stimulus onset. The data
were collected using 32 EEG channels.

The data were stored in text file format and imported
into MATLAB software (MATLAB R2020b, MathWorks,
Natick, MA, USA) for analysis. During the neurofeedback
sessions, patients were presented with two different images
and instructed to close their eyes while recalling the details
of these images. Neurofeedback sessions were conducted
three times a week, alternating between even and odd days,
with each session lasting 1 hour. Comprehensive evalua-
tions of the treatment process were conducted during the
5th, 15th, and 30th sessions, while psychiatric evaluations
occurred at the 10th, 20th, and 40th sessions. The imple-
mentation process followed a sequence of pre-tests, tests,
and post-tests.
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Fig. 1. Block diagram of the proposed method.

3.2 Data Pre-Processing

Brain signals typically fall within the significant fre-
quency range of 0.5 to 45 Hz and undergo a comprehensive
six-step data preprocessing sequence:

* Spectral Analysis: The first step involves spectral
analysis. It begins by applying the Fourier transform to
transfer the signal from the time domain to the frequency
domain. This analysis facilitates a comprehensive exami-
nation of the signal’s spectral characteristics, including the
frequency range and power spectrum density function. If
the observed frequency range is deemed unsuitable for brain
signal analysis, data recording is repeated.

* Noise Removal with Notch Filter: In the second
step, a notch filter is employed to eliminate specific noise
sources, such as power line interference. This frequency-
selective filter has a cutoff frequency of 50 Hz and a band-
width equal to 0.1 times of the sampling frequency.

* Butterworth Intermediate Filter: The third step in-
troduces the Butterworth filter, chosen for its quasi-linear
phase properties. This filter is apt for preprocessing and
minimizing noise, as it leads to linear alterations in signal
patterns upon its use. The ideal order of the filter, estab-
lished via McClain’s algorithm, is determined to be 10. Its
design includes cutoff frequencies that span from 0.1 to 45
Hz, with a ripple factor set at 0.1 Hz for both passband and
stopband, expressed in linear terms. Additionally, it fea-
tures a frequency transition rate of 1 Hz.

» Wavelet Transformation for Low-Frequency Coeffi-
cients: The fourth stage employs a wavelet bank filter to
mitigate noise with unidentified origins at low frequencies.
This entails matching the mother signal with the raw signal
to selectively remove undesired low-frequency generaliza-
tions. Signal reconstruction is also considered. Notably,
these low-frequency noises typically stem from motion arti-
facts, and their reduction enhances the signal-to-noise ratio
(SNR) through the application of the wavelet bank filter.

» Wavelet Transformation for High-Frequency Coeffi-
cients: Moving to the fifth step, a wavelet transform bank
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filter is utilized once more to diminish noise from uniden-
tified sources at high frequencies. As in prior stages, this
involves matching the mother signal with the raw signal
to eliminate unwanted high-frequency details. These de-
tails typically arise from high-frequency noise sources out-
side the desired signal’s operational range. In this study,
a 5-level decomposition approach is employed, featuring
the Daubechies 10 wavelet mother. The first-level details
are classified as high-frequency noise, while the fifth-level
generalities are categorized as low-frequency noise. After
noise removal, signal reconstruction is performed.

* Moving Average Filter: The final step integrates a
moving average filter to smoothen the signal and attenuate
high-frequency noise and noise attributable to motion arti-
facts. Considering a sampling frequency of 500 Hz, equiv-
alent to 500 samples per second, a window length of ap-
proximately 20 ms is employed. This choice allows effec-
tive adjustment of high-frequency noise while retaining the
integrity of the signal pattern based on a window of 10 sam-
ples.

In conclusion, these six steps meticulously preprocess
brain signal data, rendering it amenable to subsequent anal-
ysis and interpretation.

3.3 Data Processing

After reducing the signal noise by performing the fil-
tering operation in the preprocessing stage using a Butter-
worth filter, the alpha and beta frequency bands are sep-
arated and extracted with the Phase Locking Value (PLV)
index of the desired feature, which shows the connectivity
between the brain lobes. To reduce the feature space using
a genetic algorithm and #-test, the optimal electrodes are se-
lected by the p-value index and the data are classified into
two classes, treatable and non-treatable.

The p-value index helps to decide whether to accept
or reject the null hypothesis without referring to the statisti-
cal distribution table. An electrode corresponding to a brain
channel is selected if the p-value for that channel in both al-
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pha and beta bands is less than 0.05; if the p-value exceeds
0.05, the electrode is not selected. These numbers are ob-
tained with the help of a #-test.

The #-test is a statistical method in which samples are
randomly selected and there is no perfect normal distribu-
tion. The accuracy of the test depends on various factors
such as the distribution patterns used and the types of influ-
ences on the collected samples. After performing the test,
a value is obtained as a statistical inference of probability.
In the proposed method, a two independent samples #-test
is used. This test is done when samples from two different
groups, species, or populations are studied and compared.
In this study, data were extracted from two treatable and
non-treatable groups. This test is also referred to as the in-
dependent samples ¢-test, and its formula is as follows:

_ ma — Imp
== e 1
NIV

where my and mg are the average of samples from two dif-
ferent groups or populations, ny and np are the respective
sample sizes, and S? is the standard deviation or common
variance of the two samples.

The processing of EEG signals into alpha and beta fre-
quency bands employs a 10th order band-pass Butterworth
filter. Given the Butterworth filter’s nearly linear phase re-
sponse, it is deemed appropriate for preprocessing and noise
reduction, as it ensures that the signal patterns undergo lin-
ear shifts following the filter’s application. The filter’s or-
der is determined using McClain’s algorithm, with the op-
timal order identified as 10. In terms of filter design, cutoff
frequencies range from 0.1 to 45 Hz, and a ripple coefficient
of 0.1 Hz is maintained for both the passband and stopband.

3.4 Feature Extraction

The primary focus of this research is to explore con-
nectivity among different brain lobes while utilizing neuro-
feedback training. This investigation relies on feature ex-
traction, specifically the utilization of the PLV. When two
brain regions are functionally connected, the variation in the
instantaneous phases of signals emanating from these re-
gions should remain relatively consistent. It’s important to
note that the instantaneous phase possesses a physical inter-
pretation primarily for narrowband signals. Consequently,
the initial step in computing the PLV involves filtering the
signals [55].

To calculate this index, the phase of each signal is first
obtained using the Hilbert transform and then the phase dif-
ference is calculated. If the phase difference is slightly dif-
ferent in the experiments, PLV is close to 1 and otherwise
close to 0. Given multiple trials or epochs of narrowband
filtered brain signals from two EEG channels, the amount
of phase locking can be defined as follows:

1
PLV, = N 2

N
Z ej9(t,n)

n=1

where N is the number of tests and 6(t,n) is the difference
between the instantaneous phase of the two signals at time
t and test n. Therefore, calculating the PLV requires fil-
tering the data in the desired frequency band and then ex-
tracting the instantaneous phase through the Hilbert trans-
form, which transforms real signals into a complex repre-
sentation. PLV takes values in the range [0, 1], where PLV
equal to 0 indicates that there is no phase synchronization
and PLV equal to 1 indicates that the relative phase between
the two signals is the same during the experiments.

3.5 Reducing the Feature Space

The genetic algorithm employed for electrode selec-
tion in the proposed method can be summarized as follows:

(1) Data Input: Begin by inputting a data matrix with
dimensions of 32 x 550 x 1200 for each frequency band.
These dimensions represent the number of test repetitions,
signal samples, and device channels, respectively.

(2) Initial Population Generation: Create the initial
population by generating random binary chromosomes,
where the number of bits equals the number of features (32
in this case, corresponding to the 32 electrodes used). Each
chromosome represents a combination of electrodes. Eval-
uate the correctness of each chromosome by passing it to
a classifier, comparing its output label with the real label
matrix, and calculating the accuracy (accuracy = 1 — error).
Select two parent chromosomes based on their accuracy and
repeat this process through multiple generations.

(3) Cost Function: Define a cost function based on
classification error, which should be minimized. The er-
ror is calculated as the square of the difference between the
actual label and the label obtained from the classifier.

(4) Population Evolution: Create a new population in
each generation based on the fitness criteria of each chro-
mosome, using both crossover and mutation operations.

(5) Selection: Select the desired population based on
the fitness function, retaining the best-performing chromo-
somes.

(6) Termination Conditions: Continuously check for
termination conditions. If they are not satisfied, return to
step 4 for further iterations. Termination conditions in-
clude a slight change in error for two consecutive algorithm
stages. If no significant error reduction is observed in con-
secutive executions of the algorithm, the chromosome with
the highest selection accuracy, containing binary genes with
avalue of 1, is considered as the optimal electrode set. The
threshold for detecting a significant change in error reduc-
tion is set at 1076,

In this study, the crossover operation is performed
on parent chromosomes using the exclusive or exclusive-
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OR (XOR) operator, while mutation employs the flip-bit
method with a mutation rate of 0.01. The percentage of
crossover and mutation is set at 0.7 and 0.3, respectively.
The objective function to minimize is the classification er-
ror. Termination criteria includes a small change in error for
two consecutive iterations and no substantial error reduc-
tion in consecutive executions of the algorithm. Accuracy
and error are as following:

A TP + TN 3)
ccuracy =
Y T TP TN+ FP 4+ EN
Error =1 — Accuracy @)

The value of the fitness function (FF) is determined
from the following equation, in which the number of repe-
tition steps of the algorithm are m;, mg, ..., my |, my.

FF = Error (m,) — Error (m,_;) = 10~° ®)

Fig. 2 illustrates the cost function of the genetic algo-
rithm for selecting the optimal electrode, demonstrating its
convergence towards minimization. This cost function is
derived from the classification error. It’s important to note
that the algorithm continues to iterate until the difference in
error between consecutive iterations falls below a thresh-
old of 107, This threshold value is determined through
repetition and serves as a criterion for identifying the algo-
rithm’s convergence to its absolute minimum. Therefore,
when the difference in error attains the specified threshold,
it signifies that the algorithm has achieved its optimal per-
formance. This triggers the cessation of the iterative pro-
cess.

4. Analysis of the Results

This section delves into the outcomes of predicting
the treatability of ADHD patients through neurofeedback
training. It encompasses the results generated from the six
fundamental steps of the proposed method, which includes
data collection, preprocessing, processing, feature extrac-
tion, feature space reduction, and classification. For this
purpose, we present the simulation results and accuracy val-
ues to validate the efficacy of the proposed method.

4.1 Data

The data used in this study were recorded in a multi-
channel format, which allowed the selection of the optimal
channel. It should be noted that the algorithm presented
in this article is coded in the MATLAB R2020b environ-
ment. First, the primary dataset is entered into the prepro-
cessing structure to reduce the noise. Fig. 3 shows the out-
put from the MATLAB software as an example of an elec-
troencephalogram signal during neurofeedback training be-
fore the noise removal. This signal is drawn for a period of
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1.1 seconds from the recording of the electroencephalogram
signal during neurofeedback, the horizontal axis is time in
seconds and the vertical axis is voltage in microvolts, which
shows the range of the signal. The dataset is saved as a com-
pressed file that contains three matrices. The first matrix is
called data, which is a 32 x 55 x 1200 three-dimensional
matrix and shows the number of test repetitions, the number
of signal samples, and the number of neurofeedback record-
ing channels, respectively. The sampling rate is set at 500
Hz, and the duration of signal recording is 1.1 seconds, re-
sulting in a total of 550 signal samples (calculated as 500
x 1.1). Accompanying this dataset is a label matrix of di-
mensions 1 x 1200. This matrix classifies the data into two
categories: label 1 for treatable patients and label O for in-
curable patients. In the scope of this study, we have focused
exclusively on data from the C3, FZ, F4, CZ, C4, and F3
channels. This selection is based on the involvement of the
frontal lobe and the central cerebral cortex in neurofeed-
back training. These regions are targeted for three primary
reasons:

A—Due to the fact that the sensory-motor cortex and
the frontal cortex are layers of the brain that are responsi-
ble for making decisions at the highest advanced level and
due to the neurofeedback training (i.e., remembering mov-
ing images) as an advanced brain operation, it seems that
from a physiological point of view, the frontal and cen-
tral cerebral cortex are involved lobes that have a higher
decision-making level than other brain lobes.

B—The manifestation of brain imagination process
occurs in the central cerebral cortex.

C—Usually the alpha band can be measured mostly
in the occipital lobe, but here, because remembering is an
advanced process, the alpha and beta bands are dominant in
the frontal lobe and central cerebral cortex.

4.2 Evaluation of the Results of the Proposed Method

To evaluate the performance of the proposed algo-
rithm, we utilize the accuracy metric as defined by Eqn. 3.
This equation takes into account true positive (TP) rate,
which is the proportion of treatable cases correctly iden-
tified; true negative (TN) rate, the proportion of untreat-
able cases accurately recognized; false positive (FP) rate,
the rate at which treatable cases are incorrectly labeled; and
false negative (FN) rate, the rate of misclassification for un-
treatable cases. A value of this accuracy index closer to 1
signifies the optimal performance of the proposed method.
Our method demonstrated high efficacy in discerning the
treatability and non-treatability of hyperactivity in patients
using neurofeedback, achieving an accuracy rate of 90.6%.

4.3 Preprocessing

According to previous studies, some signal patterns
are lost due to filtering, but the spectral analysis of the sig-
nal shows that the removed patterns are not in the frequency
range of the alpha and beta bands [56—59]. In this method,
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Fig. 2. Cost function in the genetic algorithm for optimal electrode selection.

after filtering, the SNR is calculated to check the effect of
the filter on the signal. In this study, the target brain signal
range is considered between 0.1 and 45 Hz. After filtering
in the desired range (i.e., 0.1 to 45 Hz), a noise-free signal
is obtained. To calculate the SNR, a random white noise
must be created and passed through a 45 Hz high-pass fil-
ter. To get a high-frequency pink noise (because only 45
Hz and above values are considered), and to test the effi-
ciency of the filters, the created pink noise is added to the
signal. Therefore, if the filters effectively eliminate the tar-
geted pink noise, it indicates that all noise within this spe-
cific frequency band has been removed. To compute the
SNR, the powers of both the signal and the noise are mea-
sured separately. The SNR is then determined by compar-
ing these two values, providing a measure of the signal’s
quality against the backdrop of noise.

Table 1 displays the SNR for various filtering stages
before and after filter application. The rows of this table
illustrate the different stages of filtering, while the columns
detail the SNR changes before and after applying the filter.
According to the table:

* The first filtering stage, using a notch filter, saw an
increase in SNR by 2 £ 2.1.

* In the second stage, employing a Butterworth band-
pass filter, the SNR improvement was 2 =+ 1.

* For the third stage, which utilized wavelet denoising,
the increase in SNR was 2 + 1.2.

* The fourth stage involved a high-frequency wavelet
transformation, leading to a notable SNR boost of 3.4 + 0.8.

* Finally, in the fifth stage, with a moving average fil-
ter, the SNR further improved to 3 + 0.8.

These results highlight that the fourth-stage applica-
tion of high-frequency wavelet transformation yielded the
most significant increase in SNR. Across the five filtering
stages, the total enhancement in SNR amounted to 7 + 1.2.
The calculation of SNR is based on the following equation:

P ign.
SNR == izl (6)

noise

Fig. 3 shows the brain signal of treatable and non-
treatable people before filtering, Figs. 4,5,6,7 show the
steps before and after filtering the brain signal, and Fig. 8
shows the power spectrum density in the time-frequency
domain using Welch’s method to estimate the power spec-
trum.

4.4 Processing

This study focuses on the analysis of functional
connectivity to differentiate between treatable and non-
treatable groups through the phase lock index. It utilizes the
p-value as a statistical measure to quantify the strength of
these connections. Specifically, brain channels are selected
based on their p-values within the alpha and beta frequency
bands; a p-value below 0.05 indicates selection, while a
value above 0.05 leads to exclusion. The preprocessing
stage involves filtering operations to diminish signal noise,
followed by the extraction of alpha and beta bands using a
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Table 1. Signal-to-noise ratio (dB) of various filtering stages, before and after filter application.

Filtering steps SNR before application SNR after application
First stage filter (Notch filter) 55.1+25 66.5+ 1.3
Second stage filter (Butterworth band pass) 623 +23 743+ 1.3
Third stage filter: low frequency wavelet transform 71.6 £2.5 82.1+1.3
Fourth stage filter: high frequency wavelet transform 84.1 +£2.2 925+ 1.1
Fifth stage filter: moving average trap 90.5 + 2.1 983+1.3

SNR, signal-to-noise ratio.

EEG signal (treatable record)
|

voltaga(uV)

valtage{uV)

ra

EEG signal {non-treatable record)

()

time (s}

time (s)

Fig. 3. EEG signal of people before applying filtering on (a) treatable (b) non-treatable participants. EEG, electroencephalogram.

10th order band-pass Butterworth filter with an unlimited
impulse response. The selection of optimal electrodes was
facilitated by a genetic algorithm and #-tests, employing the
p-value as a criterion. Table 2 shows the EEG brain chan-
nels employed for neurofeedback training across the alpha
and beta bands, with a separate calculation of the p-value
for each frequency band. In this table, the rows contain the
name of the EEG channels, and the columns contain the p-
value for the alpha band and the beta band. As seen in Fig. 9,
according to the desired statistical index, the selected chan-
nels are in the frontal lobe and central cerebral cortex.

Figs. 10,11 illustrate the separation of alpha and beta
frequency bands for both treatable and non-treatable pa-
tients, with each trial lasting 1.1 seconds. Specifically, a
segment comprising trials 1 through 10, amounting to 11
seconds, corresponds to 550 samples at the Sth electrode.
Table 3 details the EEG channels chosen via a p-value sta-
tistical test across both alpha and beta bands and compares
these with channels pinpointed by a genetic algorithm as
having the most significant brain connectivity. The com-
parison reveals a strong alignment between the electrodes
identified through the genetic algorithm and those selected
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based on the statistical test, underscoring the effectiveness
of both methodologies in harmony. Importantly, the anal-
ysis suggests that the beta frequency band yields the most
advantageous results.

4.5 Classification

In this research, a variety of classifiers, including sup-
port vector machine, nearest neighbor, and decision tree,
were employed, utilizing both bagging and boosting meth-
ods for their integration. The input for these classifiers is
a feature matrix that represents brain connectivity metrics
derived from the optimal electrodes, identified by intersect-
ing the p-value (PV) index with a genetic algorithm. This
matrix has dimensions of 1200 x 36, where each row corre-
sponds to a patient and each column to a feature. The output
matrix, indicating treatability (label 1) or non-treatability
(label 0), has dimensions of 1200 x 1, encompassing 600
treatable and 600 untreatable cases.

For assessing the performance of these classifiers, a
five-fold cross-validation strategy was adopted. This in-
volves dividing the dataset into five equal parts, ensuring
that each part represents 20% of the data for testing and the
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Fig. 4. FIR filter for the brain signal of treatable participants. FIR, finite impulse response.
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Fig. 5. FIR filter for the brain signal of non-treatable participants.

remaining 80% for training. This division is predicated on  dataset. The results are then aggregated, with classification
the rationale that a five-fold division strikes a balance be- metrics such as accuracy and standard deviation reported
tween bias and variance, optimizing the learning process. In ~ over 20 runs of the model. These metrics are presented in
each iteration, one of the five subsets is used as the test set  classification tables, where rows correspond to each fold (k
while the other four serve as the training set. This processis =1 to 5) and columns to the classifier type. The tables also
rotated until each subset has been utilized as a test set once,  delineate the mean accuracy and its standard deviation and
allowing for a comprehensive evaluation across the entire ~ provide a clear understanding of the models’ performance
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Fig. 7. Wavelet bank filter for non-treatable participants.

variability [47]. In this approach, the data folds are dis-
tinctly segregated for training and testing purposes, ensur-
ing that each phase of the evaluation process is conducted
independently. However, the individual accuracies derived
from each of the five folds are collectively averaged to as-
certain the model’s overall accuracy across all stages.
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4.5.1 Classification of Support Vector Machine

A support vector machine (SVM) is a supervised
learning algorithm designed to classify data samples by
finding the optimal hyperplane which acts as a decision
boundary in a high-dimensional space. The essence of
SVM is to segregate data points into distinct groups, such
that data points on either side of this boundary share similar-
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Fig. 8. Power spectrum density in the time-frequency domain for (a) treatable (b) non-treatable participants.

Fig. 9. Optimal electrodes effective in the treatment of hyper-
activity disease with neurofeedback.

ities and are assigned to the same category. The algorithm
aims to achieve this separation with the highest margin,
thereby enhancing the model’s predictive accuracy. When
new data samples are introduced, they are positioned within
this multi-dimensional space and classified based on which
side of the hyperplane they fall on. The primary objective of
SVM is to discover a hyperplane in an N-dimensional space
(where N represents the number of features) that effectively
differentiates the data points, ensuring precise classification
[60].
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Fig. 12 illustrates the SVM classifier’s performance
for the alpha band, displaying a linear graph where the hor-
izontal axis represents the k-fold classification iterations
and the vertical axis denotes the classifier’s kernel types.
These kernel types encompass a range of options: linear
kernel, second-order polynomial (2D), third-order polyno-
mial (3D), micro-scale Gaussian (micro-G), medium-scale
Gaussian (mean-G), and large-scale Gaussian (Large-G),
with each point on the graph connecting the number of ker-
nels utilized. Among these, the small-scale Gaussian kernel
stands out for achieving the highest classification accuracy,
recording an 82.22% accuracy rate for the alpha band and
83.06% for the beta band. Similarly, Fig. 13 focuses on the
SVM classifier’s performance for the beta band, adopting
the same graphical representation to detail the relationship
between k-fold classification iterations and kernel types,
thereby underscoring the consistency in methodology and
results across different frequency bands.

4.5.2 Nearest Neighbour Classification

The nearest neighbor algorithm employs feature sim-
ilarity to forecast the values of new data points, meaning
it assigns values to new data based on their resemblance
to points in the training set. Similar to the SVM classi-
fier, this method organizes its output with rows indicating
k values ranging from 1 to 5 and columns representing the
distance metrics used to identify the nearest neighbor. No-
tably, the algorithm achieves its highest accuracy when uti-
lizing a weighted Murkowski distance with k equal to 5,
recording accuracy rates of 76.14% for the alpha band and
76.94% for the beta band, respectively.
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Table 2. EEG channels and corresponding p-values in the alpha and beta frequency bands.

Brain channel

To choose or

Brain channel

To choose or

according to Alphaband Betaband not to choose accordingto  Alphaband Betaband not to choose

p-value (p < 0.05) p-value (» < 0.05)

Cz 0.004 0.03 Fpl 0.7 0.3

C4 0.003 0.0001 T7 0.5 0.2

F4 0.04 0.006 Ch F7 0.7 0.4

00se

Fz 0.03 0.003 Oz 0.2 0.2

C3 0.003 0.001 PO3 0.1 0.09

F3 0.004 0.0002 AF3 0.2 0.08

P7 0.1 0.07 FC5 0.6 0.06

P4 0.08 0.06 FCl 0.9 0.5 Not to choose

Pz 0.2 0.09 CP5 0.08 0.07

P3 0.09 0.07 CP1 0.06 0.08

P8 0.3 0.1 CP2 0.09 0.06

Not to choose

o1 0.3 0.2 CP6 0.1 0.2

02 0.2 0.5 AF4 0.5 0.2

T8 0.08 0.1 FC2 0.07 0.06

F8 0.4 0.2 FCo 0.8 0.4

Fp2 0.1 0.07 PO4 0.6 0.3
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Fig. 10. Alpha and beta frequency bands for treatable participants.

Fig. 14 depicts the nearest neighbor classifier’s per-
formance for the alpha band, employing a similar layout
to previous classifiers with the horizontal axis indicating
the k-fold classification iterations and the vertical axis de-
tailing the number of points for different distance metrics
used in classification. These metrics are represented on a
line graph and include Euclidean distance (SQ), Manhattan
distance (COS), Murkowski distance (MG), and weighted
Murkowski distance for k values of 5 (W5), 7 (W7), and 9
(W9), connecting the points corresponding to each distance

type.
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Similarly, Fig. 15 shows the nearest neighbor classifier
for the beta band, maintaining the same graphical structure
as for the alpha band, with the horizontal axis representing
k-fold classification iterations and the vertical axis showing
the different classification distance metrics. As in the alpha
band, the data points are organized into six categories, de-
noted as SQ, COS, MG, W5, W7, and W9, with each cate-
gory’s points connected in a linear fashion to visualize the
performance of each distance type in the classification pro-
cess.
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Fig. 11. Alpha and beta frequency bands for non-treatable participants.

Table 3. EEG channels selected by the genetic algorithm and those identified through statistical testing.

Channels selected by
p-value statistical test

Selected channels by genetic algorithm with

maximum alpha band connectivity

Selected channels by genetic algorithm with

maximum beta band connectivity

(074 CzZ
C4 (674
F4 F4
FZ F4
(O%) C3
F3 FZ

CzZ
C4
FZ
FZ
C3
F3

4.5.3 Decision Tree Classification

A decision tree represents the decision-making pro-
cess using a branching, tree-like structure. It is widely used
in machine learning as a method for both classification and
regression tasks [61]. The decision tree algorithm segments
a dataset’s features using a cost function, initially including
features that may be irrelevant to the problem at hand. To
refine the model, unnecessary branches are pruned to opti-
mize the tree’s structure. This process, known as pruning,
helps adjust the tree’s depth to prevent overfitting and main-
tain a manageable complexity. The algorithm employs pre-
dictive modeling to explore various decisions or solutions,
aiming to achieve the desired output. This study examines
three scales of decision tree models: micro-scale, medium-
scale, and large-scale. Each scale has a distinct level of
decomposition, with four levels for micro-scale, three for
medium-scale, and two for large-scale trees. The ID3 al-
gorithm, which focuses on maximizing information gain,
serves as the primary learning function in these models.

Figs. 16,17 depict the decision tree classification for
the alpha and beta bands, respectively. In both diagrams,
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the horizontal axis denotes k-fold classification, and the
vertical axis displays the various classification tree types,
including large-scale tree (S-Tree), medium-scale tree (M-
Tree), and micro-scale tree (C-Tree). Among these, the
micro-scale tree (C-Tree) demonstrates the highest accu-
racy levels in the alpha and beta frequency bands, achieving
accuracy rates of 67.94% and 68.78% in the alpha and beta
bands, respectively.

4.5.4 Classification Composition (Bagging and Boosting
Method)

The integration of the two classification methods, bag-
ging and boosting, yields superior outcomes. Bagging, a
collective learning strategy, seeks to reduce the error asso-
ciated with learning by employing an ensemble of homo-
geneous machine learning models [62—64]. Initially, the
selection of basic model types and quantities takes place.
Following this, a random sampling method is employed to
choose a subset of data from the training dataset, which
is then used to retrain each base model by replacement.
In classification scenarios, a simple majority vote among
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Fig. 12. Support vector machine classifier’s performance for
the alpha frequency band. 2D, second-order polynomial; 3D,
third-order polynomial; micro-G, micro-scale Gaussian; mean-G,
medium-scale Gaussian; Large-G, large-scale Gaussian.
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Fig. 13. Support vector machine classifier’s performance for
the beta frequency band.

the models determines the assignment of new data to the
class receiving the highest number of votes. For regres-
sion tasks, the average of the base models’ outputs is calcu-
lated. Boosting, whether applied in parallel or sequentially,
significantly reduces error and optimizes classification out-
comes. It transforms a weak learning system, which barely
outperforms random guessing, into a strong classifier ca-
pable of accurately predicting sample labels. The adaptive
(incremental) approach fine-tunes the classifier at each step
to focus on previously misclassified samples, enhancing its
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Fig. 14. K-Nearest neighbor classification for the alpha fre-
quency band. SQ, Euclidean distance; COS, Manhattan distance;
MG, Murkowski distance; W5/W7/W9, weighted Murkowski dis-
tance for k values of 5/7/9.
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Fig. 15. K-Nearest neighbor classification for the beta fre-
quency band.

accuracy over time. Despite AdaBoost’s vulnerability to
noise and outliers, it excels at preventing overfitting, out-
performing many other learning algorithms. The core re-
quirement for the base classifier is to achieve just above
50% accuracy, a performance slightly better than random,
which allows the algorithm to improve iteratively. Even
classifiers with marginal accuracy improvements can con-
tribute to enhanced overall performance by adopting a neg-
ative coefficient in the boosting process.

The AdaBoost algorithm enhances its classification
accuracy by iteratively adding a weak classifier in each
round. During these rounds, it adjusts the weights of the
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Fig. 16. Decision tree classification for the alpha frequency
band.
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Fig. 17. Decision tree classification for the beta frequency
band.

samples to reflect their significance, specifically increas-
ing the weights of misclassified samples and decreasing the
weights of those correctly classified. This adaptive weight-
ing ensures that subsequent classifiers pay more attention
to the samples that previous classifiers found challenging,
thereby improving the model’s ability to learn from difficult
examples [65].

Figs. 18,19 depict the performance of combined clas-
sification techniques for the alpha and beta frequency
bands, respectively. These figures highlight the horizontal
axis as representing k-fold classification, while the vertical
axis indicates the performance of combined classification
methods, including bagging, boosting, and AdaBoost. No-
tably, the adaptive boosting method stands out for its su-

16

perior accuracy, achieving 89.62% for the alpha band and
90.6% for the beta band, making it the most effective clas-
sification combination.

The examination of individual and combined classifi-
cation methods reveals that certain classifiers yield the best
results. These include the SVM classifier with a small-scale
Gaussian kernel, the nearest neighbor classifier employing
aweighted Minkowski distance with k =5, and the tree clas-
sifier using a micro-scale decision tree. It is observed that
the beta band consistently exhibits higher accuracy com-
pared with the alpha band. Specifically, the SVM classi-
fier with a small-scale Gaussian kernel for the beta band
registers the highest accuracy at 83.06%, indicating its su-
periority for the analyzed features. Furthermore, among the
combined classification approaches, the adaptive incremen-
tal method emerges as the most potent, especially for the
beta band, with an impressive accuracy of 90.6%. Table 4
shows a comparative summary of the best-performing clas-
sifications for both the alpha and beta frequency bands, il-
lustrating the effectiveness of these methods.
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Fig. 18. Combination of classifications for the alpha frequency
band.

4.6 Comparing the Accuracy of the Proposed Method to
Previous Studies

Table 5 (Ref. [4,53,66]) compares the accuracy of the
proposed method and various previous studies. In a study
focused on the electromagnetic tomography of the brain
involving 18 patients with hyperactivity, the capability to
predict treatment outcomes before starting neurofeedback
treatment was demonstrated with a 70% accuracy rate.

Another study investigated the effectiveness of slow
cortical potential (SCP) and the impact of combined
theta/beta training across 18 sessions on 46 patients. This
study found no significant predictors for the outcomes of
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Table 4. Comparison of the best output in different categories in the alpha and beta frequency bands.

. . . Accuracy of the alpha  Accuracy of the beta
Classification Best estimate
frequency band (%) frequency band (%)
Decision tree Micro-scale tree 67.94 + 1.42 68.78 + 1.38
Support vector machine Micro-scale Gossin 8222+ 14 83.06 + 1.32
Nearest neighbor Weighted Minkowski 76.14 + 1.46 76.94 £ 1.58
Combination of categories ~ Adaptive incremental method 89.62 £ 1.32 90.6 £ 1.36

Table 5. Comparison of accuracy percentages between the proposed method and various neurofeedback studies.

Method Number of patients ~ Accuracy (%)
Combined theta/beta training (18 sessions) and SCP [53] 46 45.5
SCP, alongside evaluating the patient’s age and sex [66] 23 79.6
SCP [4] 20 89.9
Proposed method 60 90.6

SCP, slow cortical potential.
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Fig. 19. Combination of classifications for the beta frequency
band.

the comprehensive theta/beta+SCP training program. How-
ever, a significant decrease in theta activity during the
theta/beta training portion was observed in responsive in-
dividuals, and an increase in alpha activity was noted in the
SCP training part for those considered treatable, achieving
an accuracy of 45.5% in predicting neurofeedback training
outcomes.

In a third case, the evaluation of 23 children aged 9 to
12 years with hyperactivity, considering SCP criteria, age,
and sex, showed that age significantly influences the initial
conditions for neurofeedback exercises. EEG data analy-
sis before training indicated a decline in slower frequency
band activity and a decrease in the theta/beta ratio with
age. This study also found no significant sex differences
in neurofeedback learning performance among ADHD pa-
tients, with a predictive accuracy for successful treatment
0f 79.6%.

A fourth study examined 20 patients over the first six
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sessions, highlighting a noticeable increase in positive SCP
in the EEG of treatable individuals. This approach resulted
in classifying treatable versus untreatable individuals with
an accuracy of 89.9%.

Lastly, our proposed method was tested on 60 patients
prior to neurofeedback treatment, assessing functional brain
communication through the phase lock index. This method
predicted treatability with an impressive accuracy of 90.6%.
The results in Table 5 underscore the superiority of the pro-
posed method in comparison with previous studies.

5. Conclusions

In this study, we introduced and validated a novel al-
gorithm for predicting the responsiveness of hyperactive
children to neurofeedback therapy, an essential tool in man-
aging ADHD. Our study leveraged EEG data from the
Mendelian database, involving 60 students aged 7—14 years
undergoing neurofeedback sessions. Through a five-step
process that included preprocessing to remove noise, ex-
tracting relevant frequency bands, evaluating functional re-
lationships using the phase lock value, minimizing the fea-
ture space to identify optimal electrodes, and finally apply-
ing machine learning classifiers, we aimed to streamline the
neurofeedback therapy process.

Our findings underscore the significance of selecting
appropriate electrodes for neurofeedback, with the optimal
ones identified in the frontal lobe and central cerebral cor-
tex, notably at channels C3, FZ, F4, CZ, C4, and F3. This
selection process, facilitated using the genetic algorithm
and the p-value index, effectively reduced the number of
necessary recording channels from 32 to 6, simplifying the
treatment setup. Moreover, the application of SVM and
boosting methods as classifiers enabled the accurate pre-
diction of treatment effectiveness, achieving an impressive
accuracy rate of 90.6%.
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The implications of our study are manifold. Firstly,
it offers a promising approach to predict the treatability
of ADHD through neurofeedback therapy, potentially sav-
ing considerable time and resources by identifying non-
responsive patients early in the treatment process. Sec-
ondly, by reducing the number of required electrodes, our
algorithm simplifies the neurofeedback setup, making it
more accessible and less burdensome for both practition-
ers and patients. Lastly, the high accuracy rate of our pre-
dictive model holds significant promise for enhancing the
efficacy of neurofeedback therapy in treating hyperactivity
disorders, potentially improving the quality of life for many
children affected by ADHD.

In conclusion, our research presents a breakthrough in
the optimization of neurofeedback therapy for hyperactive
children, demonstrating that through the strategic analysis
of EEG data and the application of machine learning, we
could significantly enhance treatment predictability and ef-
ficiency. This advancement not only supports the clinical
application of neurofeedback in psychological clinics but
also marks a step forward in personalized medicine, tailor-
ing interventions to the specific neural characteristics of in-
dividuals.
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