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ABSTRACT 
 

In the recent years, video streaming over wireless networks has become very popular. Users can join the network easily and move 
from one point to another with no restriction. On the other hand, there are some problems in providing smooth video playback in 
these nodes due to time-varying channels, obstacles and low upload and download bandwidth, especially in gadgets such as 
mobile phones. Although it is possible to degrade the side effects of these problems by using some efficient video compression 
techniques, better and more efficient solutions are required to cope with them. Random Network Coding (RNC) promises high 
video quality in receivers by increasing encoded packets diversity.  However, decoding these packets is a challengeable subject, 
because of imposed delay to the system. This study compares two existent techniques in decoding in terms of computation time. 
The results show that the efficiencies of these methods depend on both the number and the size of the blocks. Moreover, the 
Gauss-Jordan elimination method provides better efficiency when the number of video blocks exceeds 256. 
KEYWORDS: Random Network Coding, Block Size, Video. 
 

I. INTRODUCTION 
 
Multimedia dissemination will be one of the most expensive and popular applications in near future. Video-on-Demand (VoD) 

and live video streaming are two main classifications of video dissemination [1, 2]. Providing smooth video playback is difficult 
in wireless networks due to existent interferences, noises and obstacles between transceiver and receiver as well as the mobility of 
nodes.  Providing in demand level of QoS (Quality-of-Service) is one of the most challengeable issues in time-varying channels. 
Variable-Bit-Rate (VBR) channels, contrary to Constant-Bit-Rate (CBR) channels, can be used in networks with time-varying 
channels to keep required level of QoS in the receivers [3].  

In wireless networks, it is not useful to encode the video frames with same bit stream, because the conditions of channels, 
heterogeneous bandwidths and the position of nodes may be changed from time to time [4]. VoD and live video streaming are 
different in technical aspects. Synchronized video playback on all nodes is the main characteristic of live streaming, while in VoD 
users can join the system whenever they want and watch the video from the first frame. In other words, playback of the same 
video stream on different nodes is not synchronized. This leads to more flexibility in video-on-demand streaming. YouTube and 
PPLive are two famous VoD-based and live-based systems, respectively. One of the most important techniques to cope with delay 
constraints, especially in live streaming, is buffering. All applications ask their users to buffer few seconds of the video stream 
before starting the playback. However, buffering is not enough in order to have smooth video playback, because users just tolerate 
the initial buffer stage and it is not acceptable for them to pause the playback due to buffering process. Video compression and 
efficient packet delivery are two important approaches to help users to enjoy high video quality on their gadgets. Among all 
existent video compression methods, the H.264/AVC standard introduces many efficient methods for video compression [5, 6]. 
Each video segment contains at least two GoPs (Group-of-Pictures) and each GoP includes some frames. These frames are Intra-
frame (I), Predictive-inter-frame (P) and Bi-predictive-frame (B). Receivers can decode I-frames independently; while decoding a 
P-frame depends on the previous I-frame and P-frame. Decoding a B-frame depends on both previous and next I-frames and P-
frames. Different ordering of these frames can be considered in a GoP based on the used profile in the standard. Fig. 1 depicts a 
GoP including 9 frames and their dependencies.  

The H.264/SVC standard [6], an extension of the H.264/AVC, introduces three scalability methods including temporal, spatial 
and quality to provide better video quality in nodes with heterogeneous bandwidth. Temporal scalability method encodes video 
frames in different frame rate, while in spatial scalability the encoder encodes frames with different spatial resolution. In the third 
method, quality scalability, each sub-stream has same spatial-temporal resolutions, but with lower SNR (Signal-to-Noise-Ratio). 
The SVC encoder sends the video frames with the lowest quality as base-layer and enhanced-layers includes same frames but 
with higher quality. As a result, each node which gets the base-layer starts the video playback and better video quality will be 
achieved if it can download more enhanced-layers. However, it is necessary to consider dependency among these layers. For 
example, it is impossible to decode a P-frame in the enhanced-layer 1 if the correspondence P-frame in the base-layer has not 
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received yet. Many recent works such as [7] used SVC for video streaming with network coding. In addition to using an efficient 
video  

 
FIGURE 1: A GoP with 9 frames. 

 
compression method and according to mentioned recent works, network coding [8] increases video quality among clients in 
wireless mesh networks (WMNs) [9-12] by addressing mentioned problems . The efficiency of using network coding is examined 
in many works such as [13, 14].  

The rest of this paper is organized as follow. Different network coding methods are discussed in section II. Section III defines 
the problem statement of the research to show the effects of different block sizes on decoding delay and the simulation results of 
comparing different decoding approaches are presented in section IV. Finally, the paper is concluded in section V. 
 

II. NETWORK CODING 
A.  Definition 

Network Coding (NC) was first introduced in 1999 by R. W. Yeung and Z. Zhang as an alternative to routing. Serious works on 
using network coding began from 2003. Video frames can be divided into many small packets, each of them may route from 
different path to the destination. As a result, an intermediate node can combine received packets and apply simple XoR operation 
on them. This is shown in Fig. 2(a). In this figure, the source node 1 delivers two bits A and B to nodes 2 and 3, respectively. 
Node 4 applies XoR operation on both bits A and B and sends one bit A+B instead of two bits.  

This not only reduces the number of transmission, but also lets nodes 6 and 7 extract required bits B and A sooner than usual by 
applying XoR operation on (A , A+B) and (B , A+B), respectively. In fact, end-to-end delay between source and destinations 
decreases which leads to higher video quality, because receivers can have their required video frames earlier than usual. 
Moreover, according to Fig. 2(b), network coding decreases energy consumption in wireless nodes which is very important, 
especially for small gadgets such as mobile phones.  

 
B. Network Coding Approaches 

Network coding approaches provides both some advantages and some drawbacks. XoR-based, as illustrated in Fig. 2, is the 
simplest approach which applies XoR operation on the received video segments or blocks. By using network coding, a video 
frame divides into some segments and each segment future is divided into many k-byte blocks. Usually, the sizes of segments and 
blocks within a frame and segment are the same, respectively.  

 
 

(a) (b) 
 

Figure 2: Network coding efficiency 
 

XoR-based approach is topology dependent. Random Network Coding (RNC) [15] addresses this problem. In fact, a node can 
apply this approach on different blocks of a segment. RNC encodes received blocks by multiplying some coefficients to the 
original blocks [16]. In random network coding, each node selects some random coefficient in GF(pm) and generates a coefficient 
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matrix (Cnn), where GF (Galois Field) is a finite field, p is a primary and m is a positive value [17]. All mathematical operations 
such as multiplication are performed in GF. Then, it selects n original k-byte blocks and arranges them in the data matrix 
(Bnk).The encoded matrix Xnk can be achieved by using the (1). Nodes who receive the encoded matrix X can decode it by using 
the (2).  
 

Xnk = Cnn.Bnk  (1)         
  

Bnk = C-1
nn.Xnk  (2) 
 

This increases the diversity of blocks in receivers. In fact, each receiver needs to get maximum n encoded blocks related to a 
segment from different seeders to decode the segment. Each of these two network coding approaches can be accompanied with 
greedy or hierarchical methods. In greedy network coding, each node tries to encode those blocks which are decodable in more 
number of neighbors. This can be achieved by comparing the received buffer map status (BMS) messages from neighbors. Each 
node sends the required segments to its neighbors by generating a bitmap message to show which segments will be requested in 
near future or which segments are stored in its buffer. In hierarchical network coding, the encoder gives higher priority to the 
frames belonging to the lower layers (e.g. the base-layer) [18]. Table 1 compares some previous works since 2010 in terms of 
used network coding approach. Some of them used more than one approach to achieve better performance. Raptor network 
coding is another method which is introduced to increase resilience in time-varying channels [19]. Raptor network coding method 
uses a feedback message from the destinations to the source in order to adjust the redundancy degree of the encoded blocks. 
Therefore, this method is not suitable for live video streaming, because it increases end-to-end delay [19]. 

 
Table 1. 

 Compare previous works in terms of used NC 

[Ref.] 

XO
R 

RN
C 

G
reedy 

[Ref.] 

XO
R 

RN
C 

G
reedy 

[20]  √  [21]  √  
[22] √  √ [23] √   
[24]  √  [25]  √  
[13]  √  [26]  √  
[27] √  √ [28]  √  

 
III. PROBLEM STATEMENT 

 
As illustrated in table 1, RNC is the most recent used approach due to its ability in increasing the diversities of frames. 

Moreover, it eliminates the need for having a centralized knowledge about the network topology and makes the system more 
robustness when the network topology changes or peers join and leave the network repeatedly. However, computation complexity 
and transmission overhead due to sending the coefficients matrix cannot be ignored in this method, especially when the size of 
blocks is small. Decoding process causes a large portion of computation complexity in RNC. Gauss-Jordan Elimination and basic 
decoding are the two most important methods for decoding process. In Gauss-Jordan elimination method, each receiver arranges 
received coefficients vector Ci and encoded block Xi and apply Gauss-Jordan elimination method on them to make a diagonal 
matrix such that all values on the main diagonal be equal to 1 [29]. Although this method is progressive such that the decoder 
starts decoding as soon as the first encoded vector of matrix X is received, it imposes high computation complexity to the system. 
Moreover, the overhead due to sending the coefficients matrix C is considerable, which is as a drawback in WMNs where gadgets 
have not enough large bandwidth. In the second method, basic decoding, receivers have to wait for the whole coefficients matrix 
C to be received. Then, they can decode matrix B using (3). Adj gives the Adjoint of matrix C. 

 
1 * ( )*

det( ) nkB Adj C X
C

 
  
 

   (3) 

 
Although this method decreases computation complexity existent in the Gauss-Jordan elimination method, it is not progressive 

which can causes more delay in delivering required segments to the video player. These challenges are mentioned in many 
previous works such as [20, 21, 24, 29-33]. According to mentioned problems, it is necessary to find the best block size for 
encoding the original video frames. In addition, the effects of changing in the block size (k) and the number of existent blocks in 
matrix B (n) are other important issues in the encoding process. In the next section, we will analysis these parameters to clarify 
the effects of these changes in the size and the number of blocks in matrix B to find the best values for n and k. 
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IV. SIMULATION RESULTS 
 
According to the statement of problem, different block sizes k=[64B,128B,256B,512B,1024B,2048B,4096B,8192B]  and 

various number of blocks n=[64,128,256,512,768] were simulated in MATLAB R2010a on a computer with a 1.6 GHz CPU Intel 
core i7 and 4GB of physical memory. This simulation ran for five times and the averaged results for encoding and Gauss-Jordan 
elimination as well as basic decoding are depicted in figures 3 to 6. In the following, we examine these results in detail. 

 

 
Figure 3: Compare CPU time with K=8192 and different values of n 

 

 
 

Figure 4: Compare CPU time with n=128 and different values of k 
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Figure 5: Compare CPU time when first the number of blocks, then the blocks size changes 

 

 
Figure 6: Compare CPU time when first the blocks size, then the number of blocks changes 
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In the following, these figures are explained in summary: 
 Fig. 3: various amounts of n with k equals to 8192 bytes are considered in this figure to compare the effect of different 

number of blocks, when the size of block remains constant. We select the maximum value for k in this figure to show a 
precise comparison with large block size. 

 Fig. 4: in this test, different amounts of k are examined when the number of blocks remains constant and equals to 128. 
This figure examines the effect of variable block sizes on encoding and decoding processes. We consider 128 blocks, 
because it is more practical due to existent computation complexity in random network coding. 

 Fig. 5 and Fig. 6: these figures compare the computation complexity for all considered values of n and k to show the 
effects of different number of blocks and block sizes on the computation complexity. 

What can be inferred from Fig. 3 is that encoding consumes low CPU time and it just increases very slightly when the number 
of blocks exceeds 256, while basic decoding increases moderately in this point. However, required CPU time in the Gauss-Jordan 
elimination method increases slightly up to n=128, then heightens moderately up to n=256 before increasing sharply up to n=768.   

This is approximately same with other values of k. As a result, it is better to use basic decoding when the number of blocks is 
fewer than 256. On the other hand, albeit the Gauss-Jordan elimination method consumes more CPU time, it outperforms the 
basic decoding approach when the number of blocks exceeds 256, because it provides progressive decoding such that the 
decoding process starts as soon as the first encoded block is received. According to this fact that the uploading bandwidth of a 
gadget is 1Gbps, at least 113 seconds need to upload all encoded blocks in case of n=768 and k=8192. It means that by using 
progressive decoding, the decoding times are concealed within the required time for receiving the segment in most of the time.  

In Fig. 4, n remains constant while k changes in the mentioned range from 64 bytes to 8192 bytes. Encoding times increases 
slightly with k greater than 1024B. The basic decoding CPU time increases very slightly, while the required CPU time in Gauss-
Jordan elimination method is fluctuated with different amounts of k. It means that the required CPU time in this method does not 
depend on k and changes rapidly when the number of blocks (n) increases. The results show that the effect of the number of 
blocks on the required CPU time is more considerable than that of size of blocks in both decoding methods. 

Figure 5 and 6 compare the CPU time for all considered values of n and k, where in Fig. 5 first the number of blocks changes 
for each value of k (FnTk1) and in Fig. 6 it is vice versa (FkTn2).  Fig. 5 compares the percentage of consumed CPU time by each 
pair value of n and k (n-k) for encoding and two decoding methods. The encoding time in case of (64,64) is considerable. This 
means that it is better to have more than 64 blocks in encoding process. Interestingly, the required encoding time is considerable 
when n equals to 64 for different amounts of k. Moreover, the results of Fig. 4 are confirmed in this figure such that decoding 
times are approximately same for various amounts of k with same values of n (e.g. n=128). 

In Fig. 6, by increasing the number of blocks (n), encoding time grows very slightly, while both the Gauss-Jordan elimination 
and the basic decoding methods jumped in the consumed CPU time when the number of blocks changes. In fact, this jumping is 
completely considerable, when the amount of n becomes greater than 256. However, as mentioned before, the Gauss-Jordan 
elimination method outperforms the basic method due to using progressive decoding in receivers.  

All in all, we can relinquish the encoding time in random network coding. Finally, each random network coding framework or 
architecture needs to consider proper values for n and k. Moreover, it is better to consider proper value for k according to the 
selected number of blocks. In fact, the computation complexity of random network coding is considerable when the number of 
blocks is large and the size of each block is small. For example, as illustrated in Fig. 6, when the number of blocks is 768, we can 
see that required CPU time increases very slightly when k begins to increase from 64 to 8192 bytes in both Gauss-Jordan 
elimination and basic decoding methods. Consequently, there is no benefit to choose small block size. However, required 
bandwidth for sending large block sizes need to be considered, especially in wireless nodes with limited and heterogeneous 
bandwidths. 

 
V. CONCLUSION 

 
Although network coding introduces security issues on intermediate nodes, it increases the throughput and the robustness of the 

network, when network topology changes. Live video streaming is delay sensitive and it is necessary to have an efficient method 
for disseminating it. Moreover, although wirelesses mesh networks provides many benefits such as self-healing and self-
organization for increasing the scalability and the stability of the system, time-varying channels and the mobility of nodes are two 
important challenges in this type of networks which can degrade the perceived video quality. 

 Network coding, especially random network coding, promises a good solution to combat these issues. However, required CPU 
time in encoding and decoding processes, irrespective of the transmission time, should be considered when a network coding 
framework decides to select the proper values for n and k. This work compares the required encoding and decoding times for both 
Gauss-Jordan elimination and basic decoding methods and the results show that the first method is more suitable for video 

                                                        
1 First n changes, Then k changes 
2 First k changes, Then n changes 
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streaming when the number of blocks exceeds 256, because of progressive property in decoding. This leads to smooth video 
playback in both mobile and stationary nodes in WMNs, because the receiver can decode the encoded blocks in a short time. 
Finally, the effects of using different values of n and k are more considerable, when the video stream is live. 
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