THE EFFECTS OF INCLINATION ANGLE AND PRANDTL NUMBER ON THE MIXED CONVECTION IN THE INCLINED LID DRIVEN CAVITY USING LATTICE BOLTZMANN METHOD
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The laminar mixed convection in a two-dimensional rectangular inclined cavity with moving top lid is investigated using the double population thermal lattice Boltzmann method (LBM) at different values of the Richardson number, inclination angle and the Prandtl number. In this problem, velocity components are changed by both buoyancy forces and the inclination angle of the cavity. Comparison of the present results with other available data shows good agreement. As the results, the velocity and temperature profiles, the Nusselt number, streamlines and isotherms are presented and discussed. It is shown that the increase of Prandtl number enhances the heat transfer rate, especially at higher values of inclination angle and Richardson number. Moreover, the average Nusselt number at the upper limit of the considered range of the Richardson and Prandtl number variability increases by a factor of 9.
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Nomenclature

\[ AR \] cavity aspect ratio \((L/H)\)  
\[ c_s, e \] lattice speed of sound and internal energy  
\[ f, g \] momentum and internal energy functions  
\[ f^e, g^e \] equilibrium distribution functions  
\[ g \] gravity vector  
\[ Gr, Ma, Pr \] Grashof, Mach and Prandtl number, respectively  
\[ H, L \] height and length of the cavity  
\[ k \] thermal conductivity  
\[ Nu_m \] average Nusselt number  
\[ q \] heat flux  
\[ R \] constant of gas  
\[ Ra, Re, Ri \] Rayleigh, Reynolds and Richardson number, respectively  
\[ t, T \] time and temperature, respectively  
\[ T_c, T_h \] cold and hot wall temperature
1. Introduction

The lattice Boltzmann method is a particle based approach being used for the numerical simulation of fluid flow and heat transfer. The particle characteristic of this method has increased its application in a wide range of fluid flow and heat transfer problems, so that in addition to the simulation of macroflows (Grucelski and Pozorski, 2012; Kefayati et al., 2011; Nemati et al., 2010; Yang and Lai, 2011), it is used for the simulation of micro and nano flows (Kandlikar et al., 2006; Karimipour et al., 2012; Niu et al., 2007; Tian et al., 2010). Moreover, LBM has found wide application in micro-electro-mechanical-systems (MEMS) and nano-electro-mechanical systems (NEMS). Compared to the conventional numerical methods and other particle based simulations such as molecular dynamics simulation and direct simulation Monte Carlo, LBM is more appropriate for parallel processing. Moreover, using LBM, the pressure field is directly calculated without the need for solving another system of equations, multiphase and complex flows can be solved easier, and less computational memory and time are needed (Chen et al., 1992; Chen and Doolen, 1998; Oran et al., 1998). Moreover, LBM consists of only first-order PDEs, which makes discretization and programming simpler than Navier-Stokes equations which are second-order PDEs. Moreover, the nonlinear convective term in Navier-Stokes equations is written simpler in LBM (Tallavajhula et al., 2011). These advantages give incentives to researchers to study the application of the LBM to solve more realistic problems by improving and innovating the LBM models and related boundary conditions. However, there are some difficulties and drawbacks in LBM: it is a compressible model for ideal gas, and theoretically always simulate the compressible Navier-Stokes equation. However, the incompressible Navier-Stokes equations can be derived from the LBM through the Chapman-Enskog expansion at the nearly incompressible limit. It means LBM can simulate an incompressible flow under low Mach number (Ma < 0.15). The compressible nature of LBM produces a compressibility error, which at low values of the Mach number will be negligible (order of Ma²) (Bruck and Greatc, 2000; He and Luo, 1997; Mohamad, 2011; Shi et al., 2006). Moreover, the LBM multi phase model can not simulate the systems with large viscosity ratio fluids (Kuzmin and Mohamad, 2009). In addition, using the regular square grids is another difficulty of LBM for simulation of the curved boundaries. Some researchers have dealt with curved boundaries and using unstructured meshes in LBM (Cheng and Hung, 2002; Kao and Yang, 2008; Peng et al., 1999). Kao and Yang (2008) applied an interpolation-based approach (under a uniform Cartesian mesh) to track the position of boundary for solving the distribution functions near the curved boundary. This method results in a loss of mass conservation and reduces the accuracy at the boundary. Ubertini and Succi (2008) used non-uniform or unstructured meshes for LBM to improve both stability and accuracy. However, they reported that further improvements are necessary to obtain accurate results at
different flow conditions. To simulate heat transfer, different lattice Boltzmann methods have been proposed such as the multi-speed, passive scalar, and doubled populations internal energy method. The last method has been widely used to simulate natural convection problems (He et al., 1998). Guo et al. (2007) used thermal LBM for solving low Mach number thermal flows with viscous dissipation and compression work. They obtained a lattice Boltzmann equation model from a kinetic model for the decoupled hydrodynamic and energy equations. Their model was tested by simulating the thermal Poiseuille flow in a planer channel and natural convection in a square cavity. Natural convection in the inclined cavity using LBM has been reported in various articles in the recent years (Jafari et al., 2011; Mezrhab et al., 2006). Numerous investigations have been conducted in the past on the lid-driven cavity flow and heat transfer, considering various combinations of the imposed temperature gradients and cavity configurations. Sharif (2007) studied numerically two-dimensional shallow rectangular driven cavities of aspect ratio $AR = 10$ for $Ra$ ranging from $10^5$ to $10^7$, keeping the Reynolds number fixed at $Re = 408.21$. Basak et al. (2009) performed finite element simulations to investigate the influence of linearly heated side wall(s) or cooled right wall on mixed convection lid-driven flows in a square cavity. Sivasankaran et al. (2010) performed a numerical study, with the finite volume method, on mixed convection in a lid-driven cavity with vertical sidewalls maintained with sinusoidal temperature distribution and top and bottom wall adiabatic; the results were analyzed over a range of $Ri$, amplitude ratios and phase deviations. The amplitude ratio was defined as the ratio of the amplitude of temperature oscillations of the right wall to that of the left wall, and the phase deviation was defined as the phase difference of temperature oscillations between the right and left walls. The effects of Prandtl numbers ($0.7 < Pr < 70$) on natural convection in the cavity using LBM were investigated by Kao and Yang (2007). Satisfying the nearly incompressible flow ($Ma < 0.1$), they determined different characteristic velocities at each $Pr$. Their approach showed good performance at $Pr = 0.7$ and $Pr = 7$; however, it needed more time at higher $Pr$ values. Their method is usually applied for $Pr < 7$ (Nemati et al., 2010). Parmigiani et al. (2009) used two supplementary methods for higher values of $Pr$ and $Ra$ ($10 < Pr < 10^4$ and $10^4 < Ra < 10^9$) to simulate natural convection using LBM. In their first method, the timescales of thermal and density-momentum distribution functions are separated at higher $Pr$ values. In their second method, a smaller grid size is used for the thermal distribution function than for the density-momentum distribution function. Simulation of mixed convection using LBM at different conditions has been one of the interesting topics for researchers in the recent years (Guo et al., 2010; Du et al., 2011; Fattahi et al., 2011). Among them, Rosdzimin et al. (2010) studied the effects of a heated square inside the lid driven cavity, using the nine-velocity model for the velocity field and the four-velocity model for the thermal field.

The mentioned review shows that mixed convection in an inclined lid driven cavity has not been investigated by LBM. So, in this work, for a laminar mixed convection, the effects of $\gamma$ and $Pr$ at different $Ri$ values on the thermal and hydrodynamic fluid properties inside a two-dimensional inclined enclosure with hot moving top lid are studied.

2. Problem statement

The fluid mixed convection inside an enclosure shown in Fig. 1 ($L/H = 3$) is studied utilizing LBM. The upper lid temperature is larger than that of the lower wall. $U_0$ is the upper wall velocity and the side walls are insulated. A computer program in Fortran language is developed to simulate the fluid parameters for $Re = U_0H/\nu = 200$ and $Ri = Gr/Re^2 = 0.1, 1, 10$, in which $Gr = g\beta \Delta T H^3/\nu^2$. The effects of $\gamma = 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}$ and $Pr = \nu \alpha = 0.07, 0.7, 7$ are studied on heat transfer and fluid flow; $\nu$ and $\alpha$ are the kinematic viscosity and thermal diffusivity. LBM is applied in near-incompressible regimes. Thus, in the Mach number definition, $Ma = U^*/c_s \ll 1$,
the characteristic velocity of the flow for both natural, \( U^* = \sqrt{g \beta \Delta T H} \), and forced convection, \( U^* = \nu \text{Re}/H \), must be small compared with the speed of sound. The compressibility errors are proportional to \( Ma^2 \), so at low values of the Mach number, density variations will be negligible. In the present work, \( Ma \) is assumed as 0.1; therefore, the compressibility errors would be negligible.
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**Fig. 1.** Inclined cavity geometry and coordinates axis

### 3. Formulation

#### 3.1. Lattice Boltzmann method

The dimensionless lattice Boltzmann equations for hydrodynamic and thermal models are as follows (He et al., 1998)

\[
\frac{\partial f_i}{\partial t} + c_{i\alpha} \frac{\partial f_i}{\partial x_\alpha} = -\frac{f_i - f_{ie}}{\tau_f} \quad \text{and} \quad \frac{\partial g_i}{\partial t} + c_{i\alpha} \frac{\partial g_i}{\partial x_\alpha} = -\frac{g_i - g_{ie}}{\tau_g} - f_i Z_i
\]

(3.1)

where \( f_i \) is the discretised momentum distribution function and denotes the probability density of particles having velocity around \( c_{i\alpha} \) at an infinitesimal volume element centered at \( x_\alpha \). \( g \) is called the internal energy density distribution function. Indices \( i \) and \( \alpha \) are lattice velocity directions and \( x-y \) geometry components, respectively, \( \tau_f \) and \( \tau_g \) are hydrodynamic and thermal relaxation times, respectively, \( f^e \) and \( g^e \) are hydrodynamic and thermal equilibrium distribution functions, respectively, and \( c_i \) represents microscopic particles velocity. Using D2Q9 lattice (Qian et al., 1992), shown in Fig. 2, the subscript \( i \) varies from 1 to 9. So, the microscopic particle velocities are calculated as follows

\[
c_{i=0} = [0, 0] \quad \text{and} \quad c_{i=1,2,3,4} = \left[ \cos \left( \frac{i-1}{2} \frac{\pi}{2} \right), \sin \left( \frac{i-1}{2} \frac{\pi}{2} \right) \right] c
\]

\[
c_{i=5,6,7,8} = \sqrt{2} \left[ \cos \left( \frac{(i-5)\pi}{2} + \frac{\pi}{4} \right), \sin \left( \frac{(i-5)\pi}{2} + \frac{\pi}{4} \right) \right] c
\]

(3.2)

\( Z \) is the heat dissipation term defined as

\[
Z_i = (c_{i\alpha} - u_\alpha) \left( \frac{\partial u_\alpha}{\partial t} + c_{i\alpha} \frac{\partial u_\alpha}{\partial x_\alpha} \right)
\]

(3.3)

The equilibrium distribution functions \( f^e \) describe the equilibrium state of \( f \), and are written as (He et al., 1998)

\[
f_{i=0,1,...,8}^e = \omega_i \rho \left( 1 + \frac{3c_i \cdot u}{c^2} + \frac{9(c_i \cdot u)^2}{2c^4} - \frac{3u^2}{2c^2} \right)
\]

\[
\omega_0 = \frac{4}{9} \quad \omega_{1,2,3,4} = \frac{1}{9} \quad \omega_{5,6,7,8} = \frac{1}{36}
\]

(3.4)

and
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\[ g_0^i = -\frac{2}{3} \rho e \left( \frac{u^2}{c^2} \right) \]
\[ g_{i,2,3,4}^5 = \frac{1}{9} \rho e \left( \frac{3}{2} + \frac{3}{2} c_{1,2,3,4} \cdot u \right) + \frac{9}{2} \left( c_{1,2,3,4} \cdot u \right)^2 - \frac{3}{2} u^2 \]
\[ g_{5,6,7,8}^5 = \frac{1}{36} \rho e \left( 3 + 6 c_{5,6,7,8} \cdot u \right)^2 + \frac{9}{2} \left( c_{5,6,7,8} \cdot u \right)^2 - \frac{3}{2} u^2 \] (3.5)

where \( c^2 = 3RT \) and \( R \) is the constant of gas. The discretized form of Eq. (3.1) is written as
\[ f_i(x + c_i \Delta t, t + \Delta t) - f_i(x, t) = -\frac{\Delta t}{\tau_f} [f_i(x, t) - f_i^e(x, t)] \] (3.6)

Fig. 2. D2Q9 lattice

The constant value of BGK collision operator results in the second-order truncation error in the lattice Boltzmann equation. This error is absorbed into the physical viscous term by using \( \nu = (\tau_f - 0.5\Delta t)RT \) for isothermal models. But, for thermal models, the viscosity appears in both momentum and energy equations; however the viscosity in the viscous heat dissipation term of energy equation must be considered as \( \nu = \tau_f RT \), which is inconsistent with the viscosity form in isothermal models. To solve this problem, a second-order strategy to integrate the Boltzmann equation is applied, which leads to the following equations – more details can be found in He et al. (1998) and Peng et al. (2003)

\[ -\frac{f_i(x, t) - f_i^e(x, t)}{\tau_f} = -\frac{\Delta t}{2\tau_f} [f_i(x + c_i \Delta t, t + \Delta t) - f_i^e(x + c_i \Delta t, t + \Delta t)] \]
\[ -\frac{\Delta t}{2\tau_f} [f_i(x, t) - f_i^e(x, t)] \]
\[ f_i(x + c_i \Delta t, t + \Delta t) - f_i(x, t) = -\frac{\Delta t}{2\tau_f} [f_i(x + c_i \Delta t, t + \Delta t) - f_i^e(x + c_i \Delta t, t + \Delta t)] \]
\[ -\frac{\Delta t}{2\tau_f} [f_i(x, t) - f_i^e(x, t)] \]

Using the same procedure done on Eqs. (3.6) and (3.7) for Eq. (3.1)\textsubscript{1}, the following equations are obtained for Eq. (3.1)\textsubscript{2}

\[ -\frac{g_i(x, t) - g_i^e(x, t)}{\tau_g} - f_i(x, t) Z_i(x, t) = -\frac{\Delta t}{2\tau_g} [g_i(x + c_i \Delta t, t + \Delta t) - g_i^e(x + c_i \Delta t, t + \Delta t)] \]
\[ -\frac{\Delta t}{2} f_i(x + c_i \Delta t, t + \Delta t) Z_i(x + c_i \Delta t, t + \Delta t) - \frac{\Delta t}{2\tau_g} [g_i(x, t) - g_i^e(x, t)] \]
\[ -\frac{\Delta t}{2} f_i(x, t) Z_i(x, t) \]
\[ g_i(x + c_i \Delta t, t + \Delta t) - g_i(x, t) = -\frac{\Delta t}{2\tau_g} [g_i(x + c_i \Delta t, t + \Delta t) - g_i^e(x + c_i \Delta t, t + \Delta t)] \]
\[ -\frac{\Delta t}{2} f_i(x + c_i \Delta t, t + \Delta t) Z_i(x + c_i \Delta t, t + \Delta t) - \frac{\Delta t}{2\tau_g} [g_i(x, t) - g_i^e(x, t)] \]
\[ -\frac{\Delta t}{2} f_i(x, t) Z_i(x, t) \] (3.8)
To solve the difficulty of implicitness of Eqs. (3.7)_2 and (3.8)_2, two distribution functions \( \tilde{f}_i \) and \( \tilde{g}_i \) are defined. The symbols \( \tilde{f} \) and \( \tilde{g} \) are defined for the numerical purpose. However, they indicate the momentum and internal energy distribution functions like \( f \) and \( g \), respectively (He et al., 1998)

\[
\tilde{f}_i = f_i + \frac{\Delta t}{2\tau_f}(f_i - f^c_i) - \frac{\Delta t}{2}F_i \\
\tilde{g}_i = g_i + \frac{\Delta t}{2\tau_g}(g_i - g^c_i) + \frac{\Delta t}{2}f_iZ_i
\]

(3.9)

In each time step, the collision and propagation stages are performed sequentially between particles. In BGK model, these stages are stated as follows

\[
\tilde{f}_i(x + c_i\Delta t, t + \Delta t) - \tilde{f}_i(x, t) = -\frac{\Delta t}{\tau_f + 0.5\Delta t}[\tilde{f}_i(x, t) - f^c_i(x, t)]
\]

\[
\tilde{g}_i(x + c_i\Delta t, t + \Delta t) - \tilde{g}_i(x, t) = -\frac{\Delta t}{\tau_g + 0.5\Delta t}[\tilde{g}_i(x, t) - g^c_i(x, t)] - \frac{\tau_g\Delta t}{\tau_g + 0.5\Delta t}f_iZ_i
\]

(3.10)

Finally, using \( \tilde{f}_i \) and \( \tilde{g}_i \), the hydrodynamic and thermal variables are calculated as

\[
\rho = \sum_i \tilde{f}_i \quad \rho e = \sum_i \tilde{g}_i - \frac{\Delta t}{2}\sum_i f_iZ_i \\
\rho u = \sum_i c_i\tilde{f}_i \\
q = \frac{\tau_g}{\tau_g + 0.5\Delta t}\left(\sum_i c_i\tilde{g}_i - \rho e u - \frac{1}{2}\Delta t\sum_i c_if_iZ_i\right)
\]

(3.11)

where \( e = RT \) is the internal energy and \( q = [q_x, q_y] \) is the heat flux vector. \( \nu \) and \( \alpha \) are stated as

\[
\nu = \tau_f RT \quad \alpha = 2\tau_g RT
\]

(3.12)

Using the Chapman-Enskog expansion, the continuity and Navier-Stokes equations can be obtained from LBM-BGK equation (Cercignani, 1998). The characteristic velocity is assumed to be 0.1 to keep \( Ma \ll 1 \), so the kinematic viscosity is estimated as \( \nu = Re/U_0H \). Considering both \( RT = 1/3 \) and Eq. (3.12), the value of \( \tau_f \) is determined. Now, the thermal diffusivity is calculated as \( \alpha = \nu/Pr \), and finally by Eq. (3.12) it is found that \( \tau_g = \alpha/2RT \).

### 3.2. Gravity effects

The Boussinesq approximation is used as \( \rho = \rho(T)[1 - \beta(T - T)] \) where \( \rho, T \) are the reference fluid density and temperature. The buoyancy force per unit mass is defined as \( F = G \cdot (c - u)f^c/RT \) and \( F = G \cdot (c - u)f^c/RT \) in Eq. (3.13) refers to the buoyancy force effects in this problem (He et al., 1998; Kuznik et al., 2007)

\[
\partial_t f + (c \cdot \nabla)f = -\frac{f - f^c}{\tau_f} + F
\]

(3.13)

Now the discretized Boltzmann equation is written as follows (D’Orazio et al., 2004)

\[
\partial_t f_i + (c_i \cdot \nabla)f_i = -\frac{f_i - f^c_i}{\tau_f} + \frac{G \cdot (c_i - u)}{RT}f^c_i
\]

(3.14)

where \( G = [G_x, G_y], G_x = \beta[g](T - T) \sin \gamma = G \sin \gamma, \) and \( G_y = \beta[g](T - T) \cos \gamma = G \cos \gamma. \) Using the same method as in Section 3.1 and by substituting \( u = [u, v] \) and \( c_i = [c_{ix}, c_{iy}] \), the following equations are obtained

\[
\tilde{f}_i(x + c_i\Delta t, t + \Delta t) - \tilde{f}_i(x, t) = -\frac{\Delta t}{\tau_f + 0.5\Delta t}[\tilde{f}_i - f^c_i]
\]

\[
+ \left(\frac{\Delta t\tau_f}{\tau_f + 0.5\Delta t}3G\sin \gamma + \frac{\Delta t\tau_f}{\tau_f + 0.5\Delta t}3G\cos \gamma\right)f^c_i
\]

(3.15)
Equation (3.9), which includes the external force term $F$, is written as the following (He et al., 1998)

$$\tilde{f}_i = f_i + \frac{\Delta t}{2\tau_f} (f_i - f^e_i) - \frac{\Delta t}{2} F \Rightarrow f_i = \frac{\tau_f\tilde{f}_i + 0.5\Delta t f^e_i}{\tau_f + 0.5\Delta t} + \frac{0.5\Delta t \tau_f}{\tau_f + 0.5\Delta t} F$$

$$f_i = \frac{\tau_f\tilde{f}_i + 0.5\Delta t f^e_i}{\tau_f + 0.5\Delta t} + \frac{0.5\Delta t \tau_f}{\tau_f + 0.5\Delta t} \frac{G \cdot (c_i - u)}{RT} f^e_i$$

Equation (3.16) in the $x$ and $y$ directions is stated as

$$f_i = \frac{\tau_f\tilde{f}_i + 0.5\Delta t f^e_i}{\tau_f + 0.5\Delta t} + \left( \frac{0.5\Delta t \tau_f}{\tau_f + 0.5\Delta t} \frac{G(c_{ix} - u)}{RT} f^e_i \right) \sin \gamma + \left( \frac{0.5\Delta t \tau_f}{\tau_f + 0.5\Delta t} \frac{G(c_{iy} - v)}{RT} f^e_i \right) \cos \gamma$$

Using the same procedure and considering the effects of gravity and $\gamma$, the following equations are derived to calculate the macroscopic hydrodynamic variables

$$\rho = \sum_i \tilde{f}_i \quad u = \frac{1}{\rho} \sum_i \tilde{f}_i c_{ix} + \frac{\Delta t}{2} G \sin \gamma \quad v = \frac{1}{\rho} \sum_i \tilde{f}_i c_{iy} + \frac{\Delta t}{2} G \cos \gamma$$

(3.18)

### 3.3. Hydrodynamic boundary conditions

The non-equilibrium bounce back model is used to simulate the no-slip boundary condition on the walls (Zou and He, 1997). This model improves accuracy compared to the bounce back boundary condition and satisfies the zero mass flow rate at nodes on the wall. The collision occurs on the nodes located at the solid-fluid boundaries. The distribution functions are reflected in suitable directions, satisfying the equilibrium conditions (He et al., 1998). As an example for the west wall, the known populations are $\tilde{f}_0, \tilde{f}_2, \tilde{f}_3, \tilde{f}_4, \tilde{f}_6, \tilde{f}_7$, and after collision to the wall nodes, the unknown populations will be $\tilde{f}_1, \tilde{f}_5, \tilde{f}_8$. Using Eqs. (3.18), the following equations are obtained

$$\rho = \sum_i \tilde{f}_i \Rightarrow \tilde{f}_1 + \tilde{f}_5 + \tilde{f}_8 = \rho_w - (\tilde{f}_0 + \tilde{f}_2 + \tilde{f}_3 + \tilde{f}_4 + \tilde{f}_6 + \tilde{f}_7)$$

$$u = \frac{1}{\rho} \sum_i \tilde{f}_i c_{ix} + \frac{\Delta t}{2} G \sin \gamma \Rightarrow \tilde{f}_1 + \tilde{f}_5 + \tilde{f}_8 = \rho_w U_w + (\tilde{f}_3 + \tilde{f}_6 + \tilde{f}_7) - \frac{\Delta t}{2} \rho_w G \sin \gamma$$

$$v = \frac{1}{\rho} \sum_i \tilde{f}_i c_{iy} + \frac{\Delta t}{2} G \cos \gamma \Rightarrow \tilde{f}_5 - \tilde{f}_8 = \rho_w V_w + (-\tilde{f}_2 + \tilde{f}_4 - \tilde{f}_6 + \tilde{f}_7) - \frac{\Delta t}{2} \rho_w G \cos \gamma$$

(3.19)

where $\rho_w$ and $U_w$ are density and velocity at the wall nodes, respectively. Using the bounceback rule for the non-equilibrium part of the particle distribution normal to the boundary and Eqs. (3.4) (Zou and He, 1997) gives

$$\tilde{f}_1 - \tilde{f}_3 = \tilde{f}_3 - \tilde{f}_5 \Rightarrow \tilde{f}_1 = \tilde{f}_5 + \frac{2}{3} \rho_w U_w$$

(3.20)

substituting Eq. (3.20) in Eqs. (3.19)$_{2,3}$, and then adding and subtracting the resulting equations leads to

$$\tilde{f}_8 = \tilde{f}_6 - \frac{\tilde{f}_4 - \tilde{f}_2}{2} + \frac{1}{6} \rho_w U_w - \frac{1}{2} \rho_w V_w + \frac{\Delta t}{4} \rho_w G (\cos \gamma - \sin \gamma)$$

$$\tilde{f}_5 = \tilde{f}_7 + \frac{\tilde{f}_4 - \tilde{f}_2}{2} + \frac{1}{6} \rho_w U_w + \frac{1}{2} \rho_w V_w - \frac{\Delta t}{4} \rho_w G (\cos \gamma + \sin \gamma)$$

(3.21)

Equations (3.20) and (3.21) are presented to include the effects of gravity and inclination angle for the no-slip hydrodynamic boundary condition on the west wall, and the rest corresponding equations are written similarly for other walls and corners.
3.4. Thermal boundary conditions

The top lid and bottom wall of the cavity are maintained at constant but different temperatures, \( T_h \) and \( T_c \), respectively, and the sidewalls are insulated. The general purpose thermal boundary condition (GPTBC) is used to implement the constant thermal boundary condition on the top and bottom walls. This model was developed by D’Orazio et al. (2003) and (2004), based on the non-equilibrium bounce back boundary condition of Zou and He (1997) and He et al. (1998). In this model, the unknown thermal populations are assumed to be equilibrium distribution functions with a counter slip thermal energy density \( \rho' e \), which is determined so that suitable constraints are verified. For example, for the top moving lid

\[
\tilde{g}_{4,7,8} = \rho (e + e') \frac{\tilde{g}_{4,7,8}}{\rho e} \quad \rho e' = 2 \rho e + \frac{3}{2} \Delta t \sum_i f_i Z_i - 3K
\]  

(3.22)

\( K \) represents the sum of the six known thermal distribution functions of the neighboring nodes and \( e \) is the imposed thermal energy density at the wall. The GPTBC shows suitable stability and accuracy for different boundary conditions. Finally, the unknown distribution functions reflecting from the top wall \( \tilde{g}_4, \tilde{g}_7 \) and \( \tilde{g}_8 \) are selected as follows (D’Orazio et al., 2003, 2004)

\[
\tilde{g}_7 = \left( 3 \rho e + \frac{3}{2} \Delta t \sum_i f_i Z_i - 3 (\tilde{g}_0 + \tilde{g}_1 + \tilde{g}_2 + \tilde{g}_3 + \tilde{g}_5 + \tilde{g}_6) \right) \left( 3.0 - 6U_0 + 3U_0^2 \right) \frac{1}{36}
\]  

(3.23)

\[
\tilde{g}_4 = \left( 3 \rho e + \frac{3}{2} \Delta t \sum_i f_i Z_i - 3 (\tilde{g}_0 + \tilde{g}_1 + \tilde{g}_2 + \tilde{g}_3 + \tilde{g}_5 + \tilde{g}_6) \right) \left( \frac{3}{2} - \frac{3}{2} U_0^2 \right) \frac{1}{9}
\]  

(3.24)

\[
\tilde{g}_8 = \left( 3 \rho e + \frac{3}{2} \Delta t \sum_i f_i Z_i - 3 (\tilde{g}_0 + \tilde{g}_1 + \tilde{g}_2 + \tilde{g}_3 + \tilde{g}_5 + \tilde{g}_6) \right) \left( 3.0 - 6U_0 + 3.0U_0^2 \right) \frac{1}{36}
\]  

Similar procedure is performed for the cold bottom wall. It is noted that for the implementation of the adiabatic boundary condition on the side walls, the condition \( q_x = 0 \) should be substituted for \( q \) in Eq. (3.11). For example for the west wall, the following equation is obtained (D’Orazio et al., 2003, 2004)

\[
\sum_i c_{ix} \tilde{g}_i = \frac{1}{2} \Delta t \sum_i c_{ix} f_i Z_i \quad \text{(3.24)}
\]

Using Eqs. (3.22) and (3.24) for \( i = 1, 5, 8 \), the unknown distributions are selected as

\[
\rho e' = 3 (\tilde{g}_6 + \tilde{g}_3 + \tilde{g}_7) + \frac{3}{2} \Delta t \sum_i \frac{c_{ix}}{c} f_i Z_i - \rho e \quad \text{(3.25)}
\]

The Nusselt numbers along the top and bottom walls are estimated as follows

\[
\text{Nu}_X = -\left( \frac{\partial \theta}{\partial Y} \right)_{Y=0,1} \quad \text{Nu}_{m} = \frac{1}{AR} \int_0^{AR} \text{Nu}_X \, dX \quad \text{(3.26)}
\]

4. Results

The effects of \( \gamma \) and \( \text{Pr} \) on the fluid inside the inclined cavity shown in Fig. 1 with \( \text{Re} = 200 \) at different \( \text{Ri} \) are studied using the lattice Boltzmann method. The top and bottom walls are at \( Y = 1, 0 \) respectively, whereas the side walls are considered at \( X = 0, 3 \).
4.1. Grid independency and validation

In order to obtain a grid independent solution, a grid refinement study is performed for a horizontal cavity ($\gamma = 0$). Grid independence of the results has been established in terms of $N_{um}$ on the lid and dimensionless values of $x$-velocity $U$, $y$-velocity $V$, and temperature $\theta$ at $X = 1.5$ and $Y = 0.5$ (cavity centre) for three different grid sizes, namely $300 \times 100$, $450 \times 150$ and $600 \times 200$ lattice nodes. In Table 1, the results are reported as obtained for $Ri = 0.1$, $Re = 200$ and $Pr = 0.7$; because of small differences, the $450 \times 150$ grid is selected to continue the calculations.

To validate the computer code, three cases are examined. The first one is a benchmark numerical solution of a free convection square cavity flow with side walls at different temperatures and horizontal walls adiabatic, obtained by Davis (1983). The results for different $Ra$ ranging from $10^4$ to $10^5$, and $Pr = 0.7$, are reported in Table 2 in which $V^* = \nu/PrH$ represents the diffusion velocity. Table 2 shows the maximum horizontal velocity $u_{max}/V^*$ at $x/L = 0.5$, the maximum vertical velocity $v_{max}/V^*$ at $y/L = 0.5$ and their locations. $N_{um}$ at the hot-wall also is reported. The second case is a mixed convection problem, investigated by Iwatsu et al. (1993); it concerns a square cavity, heated from the top moving wall and cooled from the bottom, with adiabatic sidewalls. Comparisons of $U$ and $T$ profiles along the vertical centreline for $Gr = 10^2$ and $Re = 400$ are shown in Fig. 3. As the last case for validation, the mixed convection of fluid flow and heat transfer in a vertical channel ($x$-direction) is studied, and the results are compared with those of Habchi and Acharya (1986). The right wall temperature is $T_h$ (hot temperature) at $y = 0$ and the left wall is assumed adiabatic at $y = 1$. A hot block with length $L$ is also attached to the right wall. The inlet fluid temperature is $T_c$ (cold temperature). Dimensionless temperature profiles at the channel cross-section $x/L = 0.77$ for $Pr = 0.7$, $Ra = 10^5$ and different values of $Ri$, are presented in Fig. 4, and good agreement is seen.

Table 1. Grid study for $Ri = 0.1$, $Re = 200$, $Pr = 0.7$ at $X = 1.5$ and $Y = 0.5$

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>300 × 100</td>
</tr>
<tr>
<td>$V$</td>
<td>450 × 150</td>
</tr>
<tr>
<td>$\theta$</td>
<td>600 × 200</td>
</tr>
<tr>
<td>$N_{um}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Comparison of the maximum horizontal velocity $u_{max}/V^*$ at $x/L = 0.5$, the maximum vertical velocity $v_{max}/V^*$ at $y/L = 0.5$, and their locations obtained from present results with those of Davis (1983)

<table>
<thead>
<tr>
<th>Ra</th>
<th>$u_{max}/V^*$ and $(y/L)$</th>
<th>$v_{max}/V^*$ and $(x/L)$</th>
<th>$N_{um}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Present</td>
<td>Davis</td>
<td>error %</td>
</tr>
<tr>
<td>$10^4$</td>
<td>15.951 (0.817)</td>
<td>16.178 (0.823)</td>
<td>−1.403</td>
</tr>
<tr>
<td>$10^5$</td>
<td>34.239 (0.851)</td>
<td>34.730 (0.855)</td>
<td>−1.414 (0.468)</td>
</tr>
</tbody>
</table>

4.2. Effects of cavity inclination angle

In order to show the effects of $\gamma$ on the flow field and heat transfer, in Fig. 5 streamlines and isotherms are reported at different $\gamma = 0^o$, $30^o$, $60^o$ and $90^o$ for the case $Ri = 1$ at $Pr = 0.7$,
A clockwise rotational cell is produced in the fluid flow because of cavity lid motion which transports the hot fluid to the lower parts of the cavity space. The desired pressure gradient in the vertical direction is made due to such hot fluid motion and, consequently, the buoyancy forces are generated to push the hot fluid to the upper parts again. Combination of these two mechanisms of heat transfer, resulting from lid motion and buoyancy forces, is named as mixed convection. The Richardson number is defined as $Ri = Gr/Re^2$; it means that for $Ri \ll 1$ and $Ri \gg 1$, the forced and free convection are the dominant heat transfer mechanisms, respectively, and for $Ri \sim 1$ the mixed convection is considered.

At forced convection domination ($Ri = 0.1$), there will be only one powerful cell which will cover almost all the cavity space, and the increasing $\gamma$ leads to a slight increase in the power of such a cell, and no more other important effects are seen. Figure 5 shows the two cells affecting the fluid flow as $Ri = 1$, however the upper one is greater than the lower one. At a larger inclination angle, these two cells merge, so that for $\gamma = 90^\circ$, there will be a large strong cell which covers the whole cavity space. The inclination angle has significant effects on the thermal and hydrodynamic fluid parameters when natural convection dominates the cavity space. The straight isotherms, which are almost perpendicular to the sidewalls, can be seen in this case as $\gamma = 0^\circ$, especially in the lower half of the enclosure space which shows the conduction heat transfer in this region. Figure 6 shows the dimensionless horizontal velocity profile $U$ and dimensionless temperature profile $\theta$ along the cavity vertical centreline at $x/H = 1.5$ for $Ri = 1$, $Pr = 0.7$ and different inclination angles.

At $Y = 0$, $U$ is zero and at $Y = 1$, it approaches the lid velocity. A larger $\gamma$ corresponds to a larger absolute value of $U$ at $0 < Y < 0.3$. The larger $\gamma$ corresponds to the larger absolute value of $U$ at $0 < Y < 0.3$; it means faster fluid movement in the lower part of the cavity with the
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Fig. 5. Streamlines (left) and isotherms (right) for $\text{Ri} = 1$, at $\gamma = 0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$, $\text{Pr} = 0.7$.

Fig. 6. Profiles of $U$ and $\theta$ at $x/H = 1.5$ for $\text{Ri} = 1$ and $\text{Pr} = 0.7$.

Increasing inclination angle. At $\gamma = 0^\circ$, the temperature profile changes almost linearly from zero (cold wall temperature at $Y = 0$) to the hot wall temperature at $Y = 1$. A larger inclination angle leads to less temperature differences in the central region of the cavity, which shows the core of the rotational cell. Thin thermal boundary layers along the top and bottom walls can be seen due to high temperature variations close to these walls. At $\gamma = 60^\circ$ and $\gamma = 90^\circ$, the temperature values at $Y = 0.3$ are higher than the corresponding values at $Y = 0.75$; however the bottom cold wall is closer to the region at $Y = 0.3$. This physical phenomenon illustrates the desired temperature gradient to generate the buoyancy forces in these regions. At higher $\text{Ri}$, the larger $\gamma$ increases the absolute value of $U$ adjacent to the upper and lower walls. Thus, in spite of previous articles (Iwatsu et al., 1993), the $U_{\text{max}}$ value can be higher than the moving lid velocity (at $\text{Ri} = 10$ and $\gamma = 90^\circ$). This phenomenon occurs because of the effects of both buoyancy forces and lid motion.
4.3. Effects of Prandtl number

The effects of Pr = 0.7 were studied in Section 4.2, and in this section, the effects of Pr = 0.07, 7 are studied. Figure 7 shows the profiles of U and θ for Ri = 0.1 at Pr = 7.

![Profiles of U and θ at x/H = 1.5 for Ri = 0.1 and Pr = 7](image)

Fig. 7. Profiles of U and θ at x/H = 1.5 for Ri = 0.1 and Pr = 7

It is seen that the largest temperature variations occur in the lower part of the cavity (Y < 0.25), which is different from the related results in the previous section. This cavity space is far from the top lid, so its properties depend more on the buoyancy forces than the lid motions. The increasing γ leads to more significant effects on temperature profiles in this region. Figure 8 shows profiles of U and θ for Ri = 10 at Pr = 7. A larger Pr corresponds to a larger $U_{\text{max}}$ in the state of natural convection dominance. Figure 9 shows Nu$_m$ on the hot wall as a function of γ for Ri = 0.1, 1, 10 and Pr = 0.07, 0.7, 7. It has to be noted that for γ = 0, Nu$_m$ decreases when Ri increases, it implies the weak contribution of natural convection in the horizontal configuration. With regard to γ ≠ 0, for Ri = 0.1, Nu$_m$ increases with γ slightly; and for Ri ≥ 1 it would increase more intensively.

![Profiles of U and θ at x/H = 1.5 for Ri = 10 and Pr = 7](image)

Fig. 8. Profiles of U and θ at x/H = 1.5 for Ri = 10 and Pr = 7

A larger Pr corresponds to a larger Nu$_m$, especially at higher values of Ri and γ. Nu$_m$ at Ri = 10 and Pr = 7 increases more strongly with the increasing of γ = 0° to γ = 90°. Moreover, for engineering applications and showing the physical effects of the parameters, the following single non-linear correlation is obtained to estimate the average Nusselt number as a function of Ri, Pr and γ, used for 0.1 ≤ Ri ≤ 10, 0.07 ≤ Pr ≤ 7, 0 ≤ γ ≤ π/2 (γ in radians), Re = 200 and AR = 3. The average deviation of this correlation is 4.5%

$$Nu_m = 0.2364 + 2.957R_i^{0.2522}Pr^{0.3277}γ^{0.5074} + 1.637R_i^{-0.1629}Pr^{0.3344} - 0.8402γ^{0.4872}$$ (4.1)
5. Conclusion

As an alternative method, a thermal LBM-BGK was developed to study the fluid mixed convection in an inclined enclosure. In this problem, gravity effects and the inclination angle changed the velocity components resulted from the moving top lid. In order to use LBM, the collision term of the Boltzmann equation and the calculation procedure of the macroscopic properties and hydrodynamic boundary conditions were modified so that the buoyancy forces and the inclination angle could be incorporated properly into the solution process. Moreover, a correlation was introduced for the average Nusselt number as a function of $Ri$, $Pr$ and $\gamma$.

The results show that with increasing $\gamma$ and for $Pr = 0.7$, the thermal and hydrodynamic flow parameters change more. For $Ri = 10$, $\gamma = 60^\circ$ and $\gamma = 90^\circ$, the absolute $U$ adjacent to the upper and lower walls could be more than the $U_0$. At natural convection dominance, the variations of the inclination angle affect more the fluid flow and heat transfer rate. For the inclined cavity, at $\gamma = 0^\circ$, the maximum value of $Nu_m$ is obtained at $Ri = 0.1$, but at larger inclination angles it occurs at $Ri = 10$. At larger $Pr$ values, the heat transfer rate is more sensitive to variations of $\gamma$ at natural convection dominance. $Nu_m$ increases with the increase of $Pr$, especially at higher values of $Ri$ and $\gamma$. $Nu_m$ at $Ri = 10$ and $Pr = 7$ increases more strongly (by a factor of 9) as the inclination angle increases from $\gamma = 0^\circ$ to $\gamma = 90^\circ$. A higher heat transfer rate occurs at larger $Pr$ values; however, to obtain the higher value of $Nu_m$ at $\gamma = 0^\circ$ (horizontal cavity) and $\gamma \geq 30^\circ$, the dominant mechanism of heat transfer must be forced and natural convection, respectively.

To increase the heat transfer rate in the horizontal cavity, forced convection must be the dominant heat transfer mechanism. In this state, increasing the lid velocity results in an appropriate heat transfer growth. However, for the inclined and vertical cavity, the maximum values of heat transfer occur at the state of natural convection dominance. Thus, in this state, the increase of buoyancy forces leads to the increase of heat transfer. To achieve an increased heat transfer rate, physical geometry and fluid $Pr$ value must be changed. A higher heat transfer rate occurs at larger $Pr$ values. This phenomenon is significant at larger values of the inclination angles for the state of natural convection dominance. It is recommended to use the cavity in the vertical position at the state of natural convection dominance to obtain the larger heat transfer rate.
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